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A particular synergy among GPS and SAR techniques, to improve the precision of the
current ground deformation monitoring techniques, is investigated. The study of atmo-
spheric anomalies in the GPS EM waves propagation is useful to extrapolate information
about the wet refractivity field. Because of its height and the quite variable weather
conditions, the estimation of Mount Etna atmospheric anomalies using GPS measure-
ments have noticeable importance to calibrate the SAR interferograms and to establish
the “effective” ground deformation of the volcanic edifice. In this study we presented
a method to obtain a 3D electromagnetic waves velocity tomography, starting from the
GPS output data analysis. Thanks to the agreement between the University of Catania
and the INGV-OE, the GPS data used in this work come from ”Etn@net” framework.
The GPS processing has been carried out by using the GAMIT software, by adopting
appropriate processing parameters. A new software was developed for deriving the tro-
pospheric tomography from the GPS data. The code was validated by using synthetic
tests which assume different structure of atmospheric anomalies and with random noise
about twice severe than the typical errors of the GPS. The results of the tests proved
that the tomography software is able to reconstruct the simulated anomalies faithfully.
The code was applied to study the structure of the atmosphere in an actual case: the
period of August 12, 2011 at 10.00 am. The results of the tomography indicate clearly
important features of the refractivity field of the studied day. In conclusion, the syn-
thetic tests and the application on actual data scts of the new softwarc demonstrate that
it is able to reveal the tropospheric anomalies and thus it is an useful tool to improve

the results of the SAR interferometry.
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An indirect outcome of the use of the GPS for the atmospheric sounding on an active
volcanic area is that concerning the detection of volcanic products in the atmosphere.
Due to the Mt. Etna persistent activity occurred during the last two years, the capability
of GPS to detect the volcanic plume was investigated. The Etna volcano is particularly
suited for an in-depth investigation into the aptitude of GPS observations to detect
volcanic plumes, owing to both the high frequency of explosive episodes and also the
well-developed GPS network. Two different approaches were tested, in order to examine
the capability of the GPS network to detect volcanic plumes at Etna. The first approach
is applied on the signal strength of the GPS L2 carrier phase data, the second approach,
instead, is statistical, and analyzes the single difference post fit residual of elaboration
signals to assert the hypothesis that the plume affects the GPS data. The proposed
method has been tested for the September 4-5, 2007 activity of Mt. Etna. Results from
nineteen GPS permanent stations show that during this explosive activity, the GPS
residuals definitely include the contribution of the volcanic plume. In the future, data
derived from the GPS stations located on Etna’s flanks could be used to improve the
alerting system of volcanic ash, already operating at the Istituto Nazionale di Geofisica

e Vulcanologia, Osservatorio Etneo.
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investigation into the aptitude of GPS observations to detect volcanic plumes, owing to
both the high frequency of explosive episodes and also the well-developed GPS network.
Two different approaches were tested, in order to examine the capability of the GPS
network to detect volcanic plumes at Etna. The first approach is applied on the sig-
nal strength (signal-to-noise ratio) of the GPS carrier phase data, the second approach,
instead, is statistical, and analyze the single difference post fit residual of elaboration

signals to assert the hypothesis that the plume affects the GPS data.

Thesis outline

Chapter 1 provides an overview on the Global Positioning System involved in this re-
search. Initially we explain the role of the three segments in the GPS system, with
particular attention to the space segment for that concerning the detailed description of
the GPS blocks and the story of launches. The next generation of GPS, the block III
satellites, are examined for future perspectives involved by new frequencies. Brief de-
scriptions of the GPS signal structure and the way in which it is generated are explained.
Finally, an overview of the state of the art of the mathematical models concerning the
analysis of codes and phases of GPS signals is reported, focusing on the main equations
involved and on the errors limiting their accuracy.

Chapter 2 is entirely dedicated to the theory of atmospheric radio wave propagation.
A brief review of the Earth atmosphere allows to introduce the electromagnetic wave
propagation in the ionized atmosphere and in the neutral atmosphere. Since the in-
teraction of the waves in the troposphere is a central topic of the thesis, is accurately
examined. The comprehension of the delay occurring in the neutral atmosphere is a
key topic because it is applied in the next chapters. Finally, some applications of space
geodetic techniques for atmospheric studies are reported.

Chapter 3 introduces the reader to the experimental section by defining the laboratory
(Mount Etna) and the available instruments (the GPS network Etn@net). The GAMIT
processing strategy, the paramecters and the output file arc commented. The chapter
concludes with a quality control check of the GPS station by inspecting the LC post-fit
phase residuals.

Chapter 4 concerns one of the two main topics trecated in this study: the detection of
the volcanic plume by GPS signal. To estimate how much the plume affects the GPS
data, two different approaches are examined. The first approach is applied on the signal
strength of the GPS carrier phase data, also called signal-to-noise ratio. The second ap-
proach, statistical, is carried out by analyzing the single difference of the post-fit phase
residuals of the GAMIT elaboration.

Chapter 5 deals with the second of the two main topics treated during the PhD: the
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methods to obtain a tropospheric wet refractivity tomography.

The first part of chapter explains the methods to solve a finite linear system of equations
to apply for tomographic studies. The purpose of this section is the knowledge of the
analytical theory behind the tomography. The comprehension of the least square and
minimum norm approaches led to apply a mixed approach called damped least square
method.

Following we explain the methods to produce a tomography, starting by modifying
software originally implemented for seismic tomography, SIMULPS12, to face with the
atmospheric problem. To this aim we performed several simulations and tested different
network configurations. Due to the modest results in the use of the modified version of
SIMPLUS12, we decided to write new tropospheric tomography software.

The last part of the chapter contains the developed procedures and the synthetic tests
carried out to assess the suitability of the new software to obtain an appropriate refrac-
tivity structurc. Finally, a test case was carried out, by using actual GPS data rclevant
to a selected day used to perform a tomography, which revealed important features of

the distribution of the refractivity during the studied day.



Chapter 1

The Global Positioning System

1.1 Overview of GPS

The Global Positioning System (GPS) is a space-based satellite navigation system that
provides location and time information in all weather conditions, anywhere on or near
the Earth where there is an un-obstructed line of sight to four or more GPS satellites.
The system provides critical capabilities to military, civil and commercial users around
the world. It is maintained by the United States government and is freely accessible to
anyone with a GPS receiver. The technology used in GPS was initially created for the
United States Air Force, and was born out of the Air Force’s need of an accurate guid-
ance system. In 1960 a scientist, Ivan Getting, joint with Air Force and left Raytheon
Company, and began developing the GPS. Together with a team of aerospace engineers
and scientists, developed the three-dimension GPS concept. In 1957, at the height of
the Cold War and the Space Race, the former U.S.S.R. launched Sputnik, the first ever
Soviet satellite. While observing Sputnik, U.S. scientists have realized they could track
the satellite’s orbit by listening to the changes in its radio frequency using the Doppler
effect. In 1960, using the knowledge gained from tracking Sputnik, the U.S Navy was
able to launch TRANSIT, the first satellite navigational system, which was used to help
guide the Navy’s fleet of ballistic missile submarines. It used a constellation of five
satellites. Since its release for commercial use in 1967, the TRANSIT positioning sys-
tem found many applications in surveying and geodesy for the establishment of widely
spaced network stations over large regions or even over the globe. TRANSIT satellite
transmissions at 150 and 400 MHz are more susceptible to ionospheric delays and dis-
turbances than the higher GPS frequencies. Satellites were visible for only about 20
min. A fix position could be obtained cvery 1-3 hours when a satellite comes into view.

In 1967, the U.S. Navy developed the Timation technique, a system that ”uses a highly
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stable, synchronized clock in the satellite”, a technology on which GPS is dependent;
by 1974, the first atomic clocks were put into orbit. The GPS project was developed in
1973 to overcome the limitations of previous navigation systems, integrating ideas from
several predecessors, including a number of classified engineering design studies from the
1960s. GPS was created and realized by the U.S. Department of Defense.

By 1978, the U.S. military had launched the first four GPS satellites. Until 1983, GPS
technology was available for U.S. military use only, until a tragedy of such a magnitude
occurred that the benefits of GPS technology could no longer in good conscience be
restricted from civilian use. In 1983, Korean Air Lines Flight 007, a civilian Korean
Air airplane carrying 269 passengers, was shot down after mistakenly entering Soviet
airspace, killing all passengers on board. In response to this tragedy, President Ronald
Reagan issued a directive that when GPS technology was operational, it would be free
and available to the world. On Feb. 14, 1989, the first modern satellite was launched.
By July 17, 1995, the GPS is complcte.

This system consists of a constellation of 24 satellites, each orbiting the world once every
12 hours, from 20000 Km above the Earth. In 1996, President Bill Clinton made further
advances in the use of GPS as a civilian tool when he issued a policy directive declaring
that GPS was a dual-use system technology, meaning it was to be used for both peaceful
and military aims.

In 2000, the U.S. military stopped its practice of intentionally blurring the signals for
security purposes, and as a result, the civilian demand for GPS technology exploded. As
clear, the US Government had a monopoly of knowledge on the GPS. Due to the public
desire for these products and technologies, GPS devices immediately became 10-times
more accurate, and over time have become cheaper and cheaper to buy and produce.
Announcements from Vice President Al Gore and the White House in 1998 initiated
these changes. Advances in technology and new demands on the existing system have
now led to efforts to modernize the GPS system and implement the next generation of
GPS III satellites and Next Generation Operational Control System. In 2000, the U.S.
Congress authorized the modernization effort, GPS III. Finally, in 2004, President Bush
further ensured the availability and accessibility of personal GPS units when he issued a
policy that would ensure that civilian GPS would be free of direct user fees. Soon after,
in 2005, the first modernized GPS satellite was launched. This modern satellite began
transmitting a second civil signal that “provided civil users with an open access signal
on a different frequency.” In addition to GPS, other systems are in use or under devel-
opment. The Russian Global Navigation Satellite System (GLONASS) was developed
contemporaneously with GPS, but suffered from incomplete coverage of the globe until
the mid-2000s. There are also the planned European Union Galileo positioning system,
Chinese Compass navigation system, and Indian Regional Navigational Satellite System
(IRNSS).
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1.2 GPS segments

The major components of GPS are: the space segment that consists of the GPS satel-
lites, the control segment that consists of a Master Control Station and the user segment.
The space segment transmits signals on two phase modulated frequencies. These trans-
missions are carefully controlled by highly stable atomic clocks inside the satellites. The
satellites also transmit a navigation message that contains orbital data for computing
the positions of all satellites. The control segment consists of a Master Control Station
located near Colorado Springs and several monitoring stations located around the world.
The purpose of the control segment is to monitor continuously the satellite transmis-
sions, to predict the satellite ephemeris, to calibrate the satellite clocks, and to update
the navigation message periodically. The user segment simply stands for the total user
community. The user will typically observe and record the transmissions of several satel-

lites and will apply solution algorithms to obtain position, velocity, and time (fig. 1.1).
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Fiaure 1.1: NAVSTAR GPS Segments

1.2.1 The space segment

In general the satellites orbit the Earth with a speed of 3.9 km per second and have a
circulation time of 12 h sidereal time, corresponding to 11 h 58 min Earth time. This
mecans that the same satellite reaches a certain position about 4 minutes carlicr cach day.
The mean distance from the middle of the Earth is 26560 km (fig. 1.2). With a mean
Earth radius of 6360 km, the height of the orbits is then about 20200 km. Orbits in

this height are referred to as medium Earth orbit (MEQ). In comparison, geostationary
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FIGURE 1.2: Orbit plans of the GPS-Satellites (distances are to scale)

satellites like ASTRA or Meteosat satellites orbit the Earth at 42300 km, which is about
twice the distance of GPS satellites. The satellites are arranged on 6 planes, each of
them containing at least 4 slots where satellites can be arranged, however, to optimize
global satellite visibility, the satellites are not evenly spaced within the orbital plane.
Today, typically more than 24 satellites orbit the Earth, improving the availability of
the system. The inclination angle of the planes towards the equator is 55°, the planes
are rotated in the equatorial plane by 60° each other. This means that the orbits range
from 55° north to 55° south (fig. 1.2). Block I satellites had an inclination of 63°

over the equator. An example of the orbital constellation is shown in Figure 1.4. The
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F1GURE 1.3: 24 hour tracking of a GPS satellite with its effective range

six orbital planes, labeled A—F', are evenly spaced in right ascension and are inclined
by 55° with respect to the equator. Because of the flattening of the Earth the nodal
regression is about —0.04187° per day; an annual orbital adjustment carried out by the

control center keeps the orbit in place. The orbital path is close to circular, with a
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semi-major axis of about 26000 km. The satellites will complete two orbital revolutions
while the Earth rotates 360° (one sidereal day, fig. 1.4). This means the satellites will

rise about 4 min earlier each day. Because the orbital period is an exact multiple of the
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FI1GURE 1.4: Approximate GPS satellite constellation slots

period of the Earth‘s rotation, the satellite trajectory on the Earth (i.e., the trace of the
geocentric satellite vector on the Earth’s surface) repeats itself daily. Because of their
high altitude, the GPS satellites can be viewed simultaneously from a large portion of
the Earth. Usually the signals of the satellites are used only once the satellite are above
a certain vertical angle, referred to as the mask angle, usually 10 — 15°. The reason for
using a mask angle is that tropospheric effects on the signal propagation are especially
unpredictable for altitudes within the mask region.

The additional advances in technology and new demands on the existing system led to
the effort to modernize the GPS system. A brief description follows of the GPS Blocks

and the story of launch for each satellite that occurred during the last thirty years.

The buildup of the satellite constellation began with a series of space vehicles called the
Block I satellites. These satellites were launched into 63 declined orbital planes and were
positioned within the planes such that optimal observing geometry was available over
certain military proving grounds in the continental United States. Dual solar arrays
supplied over 400 watts of power, charging NiCd batteries for operations in Earth’s
shadow. S-band communications were used for control and telemetry, while a UHF
channel provided cross-links between spacecraft. The payload included two L-band
navigation signals at 1575.42 MHz (L1) and 1227.60 MHz (L2). The final Block I
launch was conducted on 9 October 1985, but the last Block I satellite wasn’t taken
out of service until 18 November 1995, well past its 5 year design life. The Block 1
series consisted of the concept validation satellites and reflected various stages of system
development. Lessons learned from the 11 satellites in the serics were incorporated into

the fully operational Block II series.
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The Block II satellites were the first full scale operational GPS satellites, designed to
provide 14 days of operation without any contact from the control segment. Block II
spacecraft were 3-axis stabilized, with ground pointing. Two solar arrays supplied 710
watts of power, the same S-band and UHF bands were used for control and cross-links
between spacecraft. Also the same two L-band navigation signals were used. Each
spacecraft carried 2 rubidium and 2 cesium clocks. The first of the nine satellites in the
initial Block II series was launched February 14, 1989; the last was launched October 1,
1990. Today’s there are no operating Block II satellites.

The Block ITA satellites were slightly improved versions of the Block II series, designed
to provide 180 days of operation without contact from the control segment. 19 satellites
in the Block ITA series were launched, the first on November 26, 1990 and the last on
November 6, 1997. Designed to last 7.5 years, on May 2013, eight satellites of this series
are still in service. Two of the satellites in this series are equipped with laser retro-
reflectors, allowing them to be tracked independently of their radio signals, providing

unambiguous separation of clock and ephemeris errors.

The Block IIR satellites weight 2,030 kg at launch (1,080 kg once on orbit). The first
attempted launch of a Block IIR satellite failed on January 17, 1997 when the Delta 11
rocket exploded 12 seconds into flight. The first successful launch was on July 23, 1997.

Twelve satellites in the series were successfully launched and all operating today’s.

The Block ITR-M satellites include a new military signal and a more robust civil signal,
known as L2C. There are eight satellites in the Block IIR-M series, the first Block I1IR-
M satellite was launched on September 26, 2005. The final launch of a IIR-M was on
August 17, 2009.

State/Block | Launch period | Launched | Operational | Retired | Launch Failures
Block 1 1978-1985 11 0 10 1
Block II 1989-1990 9 0 9 0

Block ITA 1990-1997 19 8 11 0
Block IIR 1997-2004 13 12 0 1
Block ITRM 2005-2009 8 8 0 0
Block ITF From 2010 4 4 0 0

Block I1IA From 2014

Block IIIB Unknown

Block IIIC Unknown

Total 64 32 30 2

TABLE 1.1: Summary of the GPS satellites launch scheduled.

The Block ITF is an interim class of GPS satellites, which will be used to keep the
Navstar GPS operational until the GPS Block ITIA satellites become operational. They
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will be the final component of the Block II GPS constellation to be launched. The
spacecraft have a mass of 1,630 kilograms and a design life of 12 years. Like earlier GPS
satellites, Block IIF spacecraft operate in semi-synchronous medium Earth orbits, with

an altitude of approximately 20,460 kilometres, and an orbital period of twelve hours.

The satellites will replace the GPS Block ITA satellites.

Block/
SatID
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TABLE 1.2: Cross reference of Satellite ID to blocks

The Block 111 is the next generation of GPS satellites which will be used to keep the
new Navstar GPS operational. The GPS modernization program is an effort to extend

the great success achieved in the past three decades. The GPS modernization program
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started with the cancellation of Selective Availability (SA) in 2000. It will be followed
by the addition of a new military signal (M-code) and a second civil code on 1.2, then
a third civil frequency L5. Further modernization consists of the assessment and design
of a new generation of satellites to meet military and civil requirements through 2030.
Table 1.1 includes a summary of the launch scheduled of the GPS satellites. Table 1.2
shows the correspondence between the satellite identification number and the belonging
block. The purpose of the GPS I1I program is to deliver major improvements in accuracy,
assured service, integrity, and flexibility for civil and military users. The United States
Air Force plans to purchase up to 32 GPS III satellites. GPS IITA-1, the first satellite
in the series, is projected to launch in 2014. The first and second GPS III satellites are
on schedule for launch in 2014 and 2015.

Block/Sat ID | T | II | ITA | IIR | IIR-M | IIF | IITA

L1-C/A o | o ° ° ° ° °
L1-C °
L1-P o o ° ° ° ° °
L1-M ° ° °
L2-C ° ° °
L2-P o | o ° ° ° ° °
L2-M ° ° °

L5 [ [ ]

TABLE 1.3: summary of the launch schedule of the modernized GPS satellites

Future Block III variants are planned to incorporate additional capabilities. One of the
first announcements was the addition of a new civilian-use signal to be transmitted on
a frequency other than the L1 frequency used for the existing GPS Coarse Acquisition
(C/A) signal. Ultimately, this became known as the L1/2C signal because it is broadcast
both on the L1 and L2 frequency. It is in principle transmitted by all block IIR-M and
later design satellites.

The L1/2C signal is tasked with providing improved accuracy of navigation, providing an
casy-to-track signal, and acting as a rcdundant signal in casc of localized interference.
The immediate effect of having two civilian frequencies being transmitted from one
satellite is the ability to directly measure, and therefore remove, the ionospheric delay
crror for that satellite. A major component of the modernization process, a new military
signal called M-code was designed to further improve the anti-jamming and secure access
of the military GPS signals (tab.1.3). The M-code is transmitted in the same L1 and
L2 frequencies already in use by the previous military code, the P(Y) code. The new
signal is shaped to place most of its energy at the edges (away from the existing P(Y)

and C/A carriers). Specifications of the modulated signals are listed in Table 1.3.
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1.2.2 The control segment

The control segment, also referred to as ground segment or operational control system,
is respounsible for the proper operation of the GPS system. The main tasks performed

by the control segment are the following:

e Monitoring and control of satcllite orbital paramcters.

e Monitoring health and status of the satellite subsystems (solar arrays, battery

power and level of propellant used for maneuvers).
e Activation of spare satellites.

e Update of parameters in the navigation message (ephemeris, almanac and clock

corrections).
e Resolving satellite anomalies.
e Controlling Anti-Spoofing (A/S).

e Passive tracking of the satellites.

The control segment is comprised of four major subsystems:the master control station,
a backup master control station, a network of four ground antennas and a network of
globally-distributed monitor stations. The master control station is located at Col-
orado Springs and represents the central control node for the GPS satellite constellation.
The master control station is responsible for all aspects of constellation command and
control, to include: routine satellite bus and payload status monitoring, satellite main-
tenance and anomaly resolution, monitoring and management of precise positioning
service signal in space performance in support of all performance standards, navigation
message data upload operations as required to sustain performance in accordance with
accuracy and integrity performance standards. The distributed monitor stations are
located around the world (red points in figure 1.5) and equipped with standard atomic
clocks and GPS receivers to continuously collect GPS data for all the satellites in view
from their locations. The collected data are sent to the Master Control Station where
they are processed to estimate satellite orbits (ephemeris) and clock errors, among other
parameters, and to generate the Navigation Message. Prior to the modernization pro-
gram, the monitor stations network comprised five sites, the blue points in figure 1.5.
In order to increase performance and accuracy, new stations were incorporated into the
control segment providing greater visibility of the constellation, the red points in figure
1.5. With this configuration, cach satcllite is scen from at lecast three monitor stations,

which allows computing more precise orbits and ephemeris data, therefore improving



Chapter 1. The Global Positioning System 15

" Kwajalein
L

New
v Zealan

FIGURE 1.5: Map of distributed monitor stations (from http://www.kowoma.de/).

system accuracy. The ground antennas up-link data to the satellites via S-band ra-
dio signals. These data include ephemeris and clock correction information transmitted
within the Navigation Mcssage, as well as command telemetry from the master control
station. This information can be uploaded to each satellite three times per day, i.e.,
every 8 hours; nevertheless, it is usually updated just once a day. The ground antennas

arc co-located in four of the monitor stations.

1.2.3 The user segment

The user segment is composed of hundreds of thousands of U.S. and allied military users
of the secure GPS Precise Positioning Service, and tens of millions of civil, commercial
and scientific users of the Standard Positioning Service. In general, GPS receivers are
composed of an antenna, tuned to the frequencies transmitted by the satellites, receiver-
processors, and a highly stable clock (often a crystal oscillator). They may also include
a display for providing location and speed information to the user. A receiver is often
described by the number of channels: how many satellites it can monitor simultaneously.
Originally limited to four or five, this has progressively increased over the years so that,
today’s, receivers typically have between 12 and 20 channels. Many GPS receivers can
relay position data to a PC or other device using the NMEA protocol. Although this
protocol is officially defined by the National Marine Electronics Association (NMEA),
references to this protocol have been compiled from public records, allowing open source
tools like ”gpsd” to read the protocol without violating intellectual property laws. Other

proprictary protocols exist as well, such as the SiRF and MTK protocols.
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1.3 GPS signal structure

The radio signals intercepted by the antenna of a GPS receiver are amazingly complex,
but this complexity gives GPS its versatility. Once fully operational, the NAVSTAR GPS
will be available continuously, 24 hours a day, anywhere on or near the Earth, providing
high accuracy positions and velocities in real time to both military and civilian users.
To be able to provide such service, the GPS satellites must transmit signals that contain
a number of different components. The features that the GPS signal is called upon to

provide are summarized in the following:

e Work with one-way measurements(receive only).

e Serve tens of thousands to millions of both military and civilian users.
e Provide accurate, unambiguous, real-time range measurements.

e Provide accurate Doppler-shift measurements.

e Provide accurate carrier-phase measurements.

e Provide a broadcast message.

e Provide ionospheric delay correction.

e Allow simultaneous measurements from many satellites.

e Have interference protection.

e Have multipath tolerance.

GPS is a onc-way ranging system: signals arc only transmitted by the satcllites. This
system characteristic is dictated primarily by the fact that GPS is, first and foremost,
a military system. Military security requires that users not announce their position by
sending signals to the satellites. However, the requirement that GPS be a passive system
means that both the GPS receiver and the satellites must contain their own clocks that
must be very closely synchronized. This synchronization is achieved using the signals
themselves and is the reason why signals from four, rather than three, satellites are
normally required to determine a three-dimensional position. Another reason why GPS
is a passive system is the need to serve a large number of users. The military requirement
alone involves tens of thousands of users. Some projections place the eventual number
of civilian users in the billions. For GPS satellites to process two-way communications
from each user, the system would have to be much more complicated, which would likely

reduce its versatility.
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1.3.1 The carriers

The GPS satellite signal belonging to blocks 1/II/IIA /IIR/IIR-M, consists of two com-
ponents, Link 1 or Ly, at a center frequency of 1575,42 [MHz], Link 2 or Lo, at a center
frequency of 1227,6 [MHz|. In addition, satellites of blocks ITF/IIT add a new compo-
nent, called Link 5 or Ls, at a center frequency of 1176,45 [MHz|. Each of the center
frequencies is a coherently selected multiple of 10,23 [MHz] master clock, generated by
the atomic clock on board of the satellite. In particular the link frequencies are the

following:

o Ly = 1575,42[M H =] = 154 x 10, 23[M H z], referred to as Link 1 = Ar, ~ 19[cm]
o Loy =1227 60[MHz] =120 x 10, 23[M Hz|, referred to as Link 2 = Ar, ~ 24[em]

o Ly =1176,45[MHz] = 115 x 10, 23[M Hz|, referred to as Link 5 = Az, ~ 26[cm]

These channels lie in a band of frequencies known as the L-band, which starts just
above the frequencies used by cellular telephones. The International Telecommunications
Union, the radio regulation arm of the United Nations, has set aside special sub-bands
within the L-band for satellite-based positioning systems. The Ly, Ls and Ls frequencies
lie within these bands. GPS signals must provide a means for determining not only
high-accuracy positions in real time, but also velocities. Velocities are determined by
measuring the slight shift in the frequency of the received signals due to the Doppler
effect. In order to measure velocities with centimeter-per-second accuracies, centimeter
wavelength (microwave) signals are required. Another reason for requiring such high
frequencies is to reduce the effect of the ionosphere. The range between a satellite and
a receiver derived by measuring travel times of the signal will therefore contain errors.
The size of crrors gets smaller as higher frequencies arc used. But at the L1 frequency
the error can still amount to 30 meters for a signal arriving from directly overhead. For
some GPS applications, an error of this size is tolerable. However, other applications
require much higher accuracies. This is why GPS satellites transmit on two frequencies.
If measurements made simultaneously on two well-spaced frequencies are combined,
almost all of the ionosphere’s effect can be removed. Although high frequencies are
desirable for the reasons just given, they should not be too high. For a given transmitter
power, a received satellite signal becomes weaker as the frequency used becomes higher.
The L-band frequencies used by GPS are therefore a good compromise between this
so-called space loss and the perturbing effect of the ionosphere (ionospheric delays are
enormous for frequency ranges below 100 MHz and above 10 GHz). GPS signals, like
most radio signals, start out in the satellites as pure sinusoidal waves or carriers. But

pure sinusoids cannot be readily used to determine positions in real time. Although the
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phase of a particular cycle of a carrier wave can be measured very accurately, each cycle
in the wave looks like the next one, so it is difficult to know exactly how many cycles lie

between the satellite and the receiver.

1.3.2 The codes

For a user to obtain positions independently in real time, the signals must be modulated;
that is, the pure sinusoid must be altered in such a way that time-delay measurements can
be made. This is achicved by modulating the carriers with pscudo-random noise (PRN)
codes. These PRN codes consist of sequences of binary values (0 and 1) that appear
to have been randomly chosen. However, using a mathematical algorithm or special
hardware devices, we can generate sequences that do not repeat until after some chosen
interval of time. Such sequences are termed pseudo-random. The apparent randomness
of these sequences makes them indistinguishable from certain kinds of noise. Although
noise in a communication device is generally unwanted, in this case the noise is very
beneficial. Exactly the same code sequences are independently replicated in a GPS
receiver. By aligning the ‘replicated sequence with the received one and knowing the
instant of time the signal was transmitted by the satellite, the travel time, and hence
the range, can be estimated. Each satellite generates its own unique code, so a GPS
receiver can easily identify which signal is coming from which satellite, even when signals
from several satellites arrive at its antenna simultaneously. Two different PRN codes
are transmitted by each satellite: the C/A, or coarse/acquisition, code, and the P, or
precision, code. The C/A code is a sequence of 1023 binary digits, or chips, which is
repeated every millisecond. This means that the chips are generated at a rate of 1023
million per second and that one chip has a duration of about one microsecond. Fach
chip, riding on the carrier wave, travels through space at the speed of light. We can
therefore obtain a unit of distance by multiplying the time interval by this speed. One
microsecond translates to approximately 300 meters (293 [m]). This is the wavelength
of the C/A-code. The precision of a range measurement is determined in part by the
wavelength of the chips in the PRN code. Higher precisions can be obtained with
shorter wavelengths. To get higher precisions than those afforded by the C/A-code,
GPS satellites also transmit tire P-code. The wavelength of the P-code chips is only 30
meters, one-tenth the wavelength of the C/A-code chips; the rate at which the chips are
generated is correspondingly 10 times as fast: 10.23 million per sccond. The P-code is
an extremely long sequence. The pattern of chips does not repeat until after 266 days,
or about 2.35 - 104 chips! Each satellite is assigned a unique one-week segment of this
code, which is initialized at Saturday/Sunday midnight each week. The GPS PRN codes

have additional useful properties. When a receiver is processing the signals from one
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satellite, it is important that the signals received simultaneously from other satellites do
not interfere. The GPS-PRN codes have been specially chosen to be resistant to such
interference. Also, the use of PRN codes results in a signal that is essentially impervious
to unintentional or deliberate jamming from other radio signals, a possibility that the

U.S. Department of Defense, the owner of the system, has to worry about.

1.3.3 The broadcast message

To convert the measured ranges between the recciver and the satcellites to a position,
the receiver must know where the satellites are. To do this in real time requires that
the satellites broadcast this information. Accordingly, there is a message superimposed
on both the L1 and L2 carriers along with the PRN codes. Each satellite broadcasts
its own message which consists of orbital information (the ephemeris) to be used in the
position computation, the offset of its clock from GPS system time, and information on
the health of the satellite and the expected accuracy of the range measurements. The
message also contains almanac data for the other satellites in the GPS constellation, as
well as their health status and other information. The almanac data are used by the
receiver to determine the position of each satellite. The receiver uses this information
to quickly acquire the signals from satellites that are above the horizon but are not yet
being tracked. So, once one satellite is tracked and its message decoded, acquisition
of the signals from other satellites is quite rapid. The broadcast message also contains
another very important piece of information for receivers that track the P-code. As
mentioned earlier, the P-code segment assigned to each satellite is seven days long. A
GPS receiver with an initially unsynchronized clock has to search through its generated
P-code sequence to try to match the incoming signal. It would take many hours to
search through just one second of the code, so the receiver needs some help. It gets
this help from a special word in the message called the hand-over word (HOW), which
tells the receiver where in the P-code to start searching. The GPS broadcast message
is sent at a relatively slow rate of 50 bits per second, taking 12.5 minutes for all the
information to be transmitted. To minimize the time it takes for a receiver to obtain
an initial position, the ephemeris and satellite clock offset data are repeated every 30
seconds. The C/A-code and P-code chip streams are separately combined with the
message bits using modulo 2 addition (fig. 1.8). This is just the binary addition that
computers and digital clectronics do so well. If the code chip and the message bit have
the same value (both 0 or both 1), the result is 0. If the chip and bit values are different,
the result is 1. The carriers are then modulated by the code and message composite
signal. This process is readily accomplished for the L2 channel because it carries only

the P-code. But the L1 channel has to carry both the P-code and the C/A-code. This
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result is achieved by a clever technique known as phase quadrature. The P-code signal
is superimposed on the L1 carrier in the same way as on the L2 carrier. To get the
C/A-code signal on the L1 carrier, the un-modulated carrier is tapped off and shifted in
phase by 90 degrees. This quadrature carrier component is mixed with the C/A-code
signal and then combined with the P-code modulated in-phase component before being

transmitted by the spacecraft antenna.

1.3.4 The binary biphase modulation

Carrier waves can be modulated in a number of ways. The amplitude of the carrier,

the frequency, or the phase can be varied (fig. 1.6). Phase modulation is the approach

Amplitude modulation  Frequency modulation Phase modulation

F1GURE 1.6: Amplitude, frequency and phase modulation techniques

used for the GPS signals. Because the PRN codes and the message are binary streams,
there must be two states of the phase modulation. These two states are the normal
state, representing a binary 0, and the mirror-image state, representing a binary 1 (fig.
1.7). The normal state leaves the carrier unchanged. The mirror-image state results
in the unmodulated carrier being multiplied by -1. Therefore, a code transition either
from 0 to 1 (normal to mirror image) or from 1 to 0 (mirror image to normal) involves
a phase reversal or a phase shift of 180 degrees. This technique is known as ”binary bi
phase modulation”. The composite GPS signal in all different components is illustrated
in Figure 1.7, 1.8, 1.9. Forgetting for a moment that GPS is a ranging system, we could
consider the satellites to be simply broadcasting a message in an encoded form. The
bits of the message have been camouflaged by the PRN code chips. The effect of this
camouflaging is to increase the bandwidth of the signal. Instead of occupying only a
fraction of one kilohertz, the signal has been spread out over 20 megahertz. Inside a GPS
receiver, the code-matching operation “de-spreads” the signal, allowing the message to be
recovered. Clearly, this can only be done if the receiver knows the correct codes. The de-
spreading operation conversely spreads out any interfering signal, considerably reducing
its effect. Common in military circles for ensuring security and combating interference,
this technique is known as direct-sequence spread-spectrum communication. Spread-

spectrum signals have the additional property of limiting the interference from signals
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reflected off nearby objects, a phenomenon known as multipath. It should be pointed
out that the U.S. Department of Defense has reserved the right to encrypt the P-code
trough anti-spoofing (AS). When AS is activated, the Y-code is transmitted instead
of the P-code. The Y-code is created by combining a secret W-code with the normal
P-code. Only authorized (i.e., military) users will know the W-code. It is believed that

AS will only be activated in times of national emergency and for brief test purposes. fig.

| C/A-code
Block I/II/ITA/TIR P(Y)-code P(Y)-code
C/A-code
G
Block ITR-M LZI?(Y}-code '

Block 1IF L2C

P(Y)-code
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B]G(tk lll P(Y}'Code
L5
frequency
La L2 L1
(1176.45 MHz) (1227.6 MHz) (1575.42 MHz)

F1GURE 1.9: The normalized power spectral densities of the various GPS signals in
decibels

1.9 illustrates the evolution of the GPS signals from the Block I through the Block IT1
satellites. Shown on the figure are the normalized power spectral densities of the various
GPS signals in decibels. For reference in viewing the figure, the bandwidths spanned

between the first spectral nulls of the P(Y) code and L5 signals are each 20.46 NHz.

1.4 GPS Code and Phase measurements

As said there are two types of GPS observations (observables): pseudoranges and carrier
phases. Pseudoranges are often used in navigation. The carrier phases are preferred in
high-precision surveying. Increasingly, however, combination solutions of pseudoranges
and carrier phases are becoming more common. Although the (undifferenced) phases
can be used directly, it has become common practice to take advantage of various linear
combinations of the original carrier phase observation, such as double differences and
triple differences. Measuring pseudoranges and carrier phases involves advanced tech-

niques in electronics. In this section the equations are developed to use pseudoranges
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and carrier phases, as downloaded from the receiver, to determine geocentric positions
(point positioning) or relative positions between co-observing stations (differential or

relative positioning).

1.4.1 Pseudoranges

The pseudorange is a measure of the distance between the satellite and the receiver’s

antenna, referring to the epochs (time) of emission and reception of the codes (fig. 1.10).

The transmission (travel) time of the signals is measured by correlating identical pscu-

SV1 SV2§
i

Sv4

FIGURE 1.10: Pseudoranging to six satellites

dorandom noise (PRN) codes generated by the satellite with those generated internally
by the receiver. The code-tracking loop within the receiver shifts the internal replica of

the PRN code in time, until maximum correlation occurs. The receiver codes are derived
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0 ! I »
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FI1GURE 1.11: Measuring time difference
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from the receiver’s own clock and the codes of the satellite transmissions are generated
by the satellite system of clocks. Unavoidable timing errors in both the satellite and the
receiver clock will cause the measured pseudorange to differ from the geometric distance
corresponding to the epochs of emission and reception. Pseudoranging is applicable to
P-codes and/or C/A-codes. Let the symbol ¢; denote the nominal time of the receiver
clock k (receiver time frame) at the instant of reception of a signal and t* denote the
nominal time of the satellite clock p at emission. Nominal time refers to the time actu-
ally indicated by the respective clocks. In this terminology the "satellite clock” indicates
space vehicle time as determined by on board atomic clocks which guide the code gen-
eration. The nominal times are related to true times, such as GPS time, via the clock

error terms as follows:

teg =ty + diy. (1.1)

B =17 + deP (1.2)

The subscript r denotes true time. The pseudorange measurement between satellite p

and receiver k, P () is the difference of the nominal times such that

PY(tg) = (tr — tP)e (1.3)

where ¢ denotes the speed of light. The code correlation process yields the nominal
time difference t;, — t* for a specific code sequence. Because t; is known, the nominal
emission time t? is readily inferred. In this sense, measuring the reception time and the
pseudorange at the receiver is conceptually identical to measuring the nominal emission
time in the satellite time frame. The pseudorange (1.3) would equal the geometric
distance that the signal traveled (from the instant of emission at the satellite to reception
at the receiver), if the propagation medium was vacuum and if there was no clock errors
and no other biases. Taking into account these errors and biases, the complete expression

for the pseudorange becomes

P{(t) = (trg — B)e — c(dty — dtP) + If p(t) + T§ (tx)
+ di,p(tr) + d%p(tk) +dp(tk) +ep
= pp(ter) — c(dty — dt?) + I p(ty) + ¢ (tx)
+ di,p(tk) + d p(ty) +dp(ty) +cp

(1.4)
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The signs in (1.4) are such that the left-hand side, PY (t), represents the actual measure-
ment. The scaled difference of the true times corresponds to the vacuum distance that
the signal traveled. Subtracting the clock corrections is in agreement with the under-
standing that the left side of the equation represents the actual measurement. Because
the signal travels through the ionosphere and the troposphere, propagation delays of
the codes must be taken into account. As it is explained later, the measured range is
longer than the geometric distance. Thus, the numerical values of I} ,(t;) and T} (tx)
are always positive and are a function of time depending on the varying conditions
along the ionosphere and troposphere path of the signal. The ionospheric correction is
a function of the carrier frequency while the tropospheric correction is not. However, no
carrier frequency identifier is used in (1.4) in order to emphasize the general form of the
pseudorange equation which is applicable to both carriers. The frequency-dependent
notation will be introduced later. The symbols dy, p(tx) and d}(¢x) denote the receiver
hardwarc and satcllitc hardwarc code delays. To be genceral, these delays are marked as
time-dependent, although in practice they are, hopefully, stable. The symbol di, ptr)
denotes the multipath of the codes which depends on the geometry of the antenna and
satellite with respect to surrounding reflective surfaces. The term €p denotes the random
measurement noise. The relativity correction is not listed explicitly because the satellite
clock will be corrected to account for relativity. The subscript P identifies all terms
whose numerical values are specific to pseudoranges. Note that the tropospheric term
has no such subscript. The units of all terms in (1.4) are meters. To avoid overloading
expressions for the subsequent development, the ionospheric and tropospheric terms,
the hardware delays, the multipath term, and the measurement noise will be listed only
when relevant to the discussion.

The topocentric distance pf (¢, 1) equals the geometric distance traveled by the signal
between the instants of signal emission and reception. Because distances between the
receiver and the satellites differ, signals arriving simultaneously must have been emitted
at different times. Since we do not know the true time ¢, ;, the topocentric distance is

linearized around the known nominal receiver time ¢; by

Pi(trk) = P (te) + o (tr)dty (1.5)

where higher-order terms are neglected. Substituting (1.5) in (1.4) gives the fully devel-

oped expression for the pseudorange:

PP(t) = pp(te) — ¢ [1 —pi(ct’“)] dtg + cdt? + . .. (1.6)

The topocentric distance pf (t) at the nominal receiver epoch t is given by
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Pr(ty) = V(P — ug)? + (0P — vg)2 + (WP — wy,)? (1.7)

The Cartesian coordinates refer to the same reference system, e.g., the WGS 84 system
[DMA, 1991]. The triplet (ug,vg, wy) denotes the approximate position of the receiver
whose accurate position is sought. The coordinates (uy,vp,wp) denote the position of
the satellite at the instant of emission. Computation of the distance pf (t) is required
for both pseudorange and carrier phase processing.

The solution is carried out iteratively, given a satellite ephemeris and approximate po-
sition of the receiver. One method begins with the nominal reception time, whereas the
other starts with the nominal emission time as computed from the pseudoranges. In the
first approach, the iteration begins by assuming an average value for the travel time T,f .
Next, the satellite position is interpolated for the epoch (¢ — 7'1? ) and the topocentric
distance is computed, which is then used to recompute the travel time by dividing the
distance by the velocity of light. If the discrepancy between the first and second ap-
proximation of 7'5 is greater than a specified threshold fixed by the user,, the iteration
is repeated, i.e., a new satellite position is interpolated, a new distance is computed,
etc. Usually a couple of iterations are sufficient. In the second method, which requires

pseudoranges, the nominal emission time is obtained from equation (1.3) as

Pl (ty)

=t — (1.8)
This computation is not affected by the receiver clock error dt; and the satellite clock
error dtP. The computed nominal emission time, however, is corrupted by the iono-
spheric, tropospheric, hardware, and multipath delays, as seen from equation (1.4). All
of these effects are negligible in the present context. For example, if all of these de-
lays together equaled 300 m, light would transverse that distance in just 1 psec, thus
falsifying ¢ by that amount. However, during 1 psec the topocentric distance changes
less than 1 mm using the estimate 57| < 800m/sec. Even the difference between the
nominal and true satellite time, which is less than 1 usec, is negligible as far as com-
puting the topocentric distance is concerned. Having the nominal emission time, the
satellite position is interpolated from the ephemeris for that particular instant, giving
(uP, vP, wP). Computation of the topocentric distance requires that the Earth’s rotation
be taken into account during the signal travel time. The process starts by picking a good
estimate for the received time, giving a first estimate of the travel time. Next, the Earth
is rotated by an amount corresponding to this initial estimate of the travel time, i.e.,
the coordinates of the receiver change. For this new coordinate position the topocentric

distance is computed and divided by the velocity of light to give a better estimate of
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the travel time. The Earth is now rotated to correspond to this better estimate of the
travel time. The loop is continued until the topocentric range, or the travel time, has
converged. Finally, the topocentric range rate pf(t), which is required in (1.6), can he
derived from changes in the topocentric distance over time. If the station clock error is
1 usec, the topocentric range rate term contributes less than 1 mm to the range, since
the absolute value of p is less than 800 m/sec. Because of this small contribution, the p
term is often neglected and is simply not listed in all equations explicitly. The notation
is now simplified by omitting the subscript k to identify the nominal reception time of
the station clock k. The exception id dt. The expression (1.6) is valid for all code
observations. For pseudoranges on the L1 carrier, the complete expression is [Leick,
1994]

PLL @) =) — |1 - A0

+ dy,1,p(tk) + dyy p(te) +di pte) +e1,p

} dty +cdt? + I | p(t) + T (t) 19)

All bias terms, except the tropospheric delay T,f(t), depends on the carrier frequency
and are identified accordingly with the subscript 1. Pseudoranges on L2 are identified
with subscript 2.

In applications where low accuracy but instantaneous positions are required, the pseu-
dorange is the preferred observable. Given the satellite ephemeris (that is, the position
of the satellite at the epoch of emission), the receiver clock error and the receiver loca-
tion are the only unknowns considered in equation (1.4). The effects of residual satellite
clock errors are negligible for the typical navigation solution. This is particularly true
because the time errors are indistinguishable from common ionospheric and tropospheric
delays. The satellite clocks are constantly monitored with respect to GPS time as main-
tained by the control center. Actual offsets of the satellite clocks are approximated by
polynomials in time, and are transmitted to the user as part of the navigation message.
Tonospheric and tropospheric delays can be computed approximately from ionospheric
and tropospheric models. Hardware delays and multipath are neglected in the case of
the navigation solution. Thus, there are four unknowns left in (1.4). These can be com-
puted using four pseudoranges measured simultaneously to four GPS satellites, giving

the following system of equations:

PLE) = (u! —ug)2 + (0! — 0p)? + (w! — wg)? — cdiy (1.10)

PE(t) = V(u? — up)? + (02 — o) + (w? — wy,)? — cdiy (1.11)

P3(t) = /(U3 — up)2 + (03 — vp)? + (w3 — wy)? — cdty, (1.12)
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B(t) = /(ut — ug)? + (v* — v)? + (wh — wy)? — cdty, (1.13)

The receiver clock error di; is solved together with the position of the receiver’s antenna
for every epoch. Thus, relatively inexpensive quartz crystal clocks can be used in the
receiver rather than expensive atomic clocks. The basic requirement, however, is that
there be four satellites visible at a given epoch. This visibility requirement was taken
into consideration when designing the basic GPS satellite constellation for universal
coverage. The pseudorange positioning technique depends on the accuracy of the satellite
ephemeris, because the (u’,v’,w") coordinates are considered known in (1.10) through
(1.13). The best real-time source of ephemeris data is the navigation message read
by the receiver. The accuracy of the navigation solution is typically about 5-20 m if
the P-code is used and less accurate if the C/A-code is used. However, the achievable
position accuracy with codes is subject to changes in receiver technology, e.g. , narrow
correlation for C/A-codes, and the quality of satellite transmissions which might improve

in the future with replacement satellites.

1.4.2 Carrier phases

The phase observable is the difference between the received satellite carrier phase (as
sensed by the receiver’s antenna) and the phase of the internal receiver oscillator. The
measurements are recorded at equally spaced nominal receiver clock epochs ¢. The
mecasurcment process cannot account for the number of whole carrier waves between the
receiver and the satellite. The antenna does not ”sense” the exact number of carrier
waves to the satellite. The mathematical development uses the fact that the received
phase was emitted at some earlier instant of time. The variation of the carrier phase
observable in time relates to changes in the topocentric distance in the same way as
the integrated Doppler. Sometimes the term interferometry is used to describe carrier
phase techniques. Measuring waves at sub-centimeter accuracy demands that utmost
attention be given to the treatment of time. After all, the time for light to travel
a distance of 3 mm is only 0.01 nsec! A typical pseudorange solution allows us to
synchronize the clocks, or to determine the receiver clock errors, at (only) 0.1 psec
accuracy. The remaining, unavoidable clock synchronization errors will be neutralized

through appropriate differencing of the carrier phase observables.
Undifferenced Carrier Phase observables

The carrier phase observable ¢! (¢) for station k and satellite p is written as
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er(t) =pr(t) — () + NY(1) + I, + %Tf(t) (1.14)

+ dio(t) +dp, (1) + d5 (1) + &y

The symbols g (t) and ¢P(¢) denote the receiver’s phase and the received satellite phase
at the nominal reception time ¢. The subscript k is not used in connection with the
nominal time ¢ in order to simplify the notation. The symbol NF (1) denotes the initial
integer ambiguity. It represents the arbitrary counter setting of the tracking register at
the start of observations (phase lock). The terms I 57 , and %T,f (t) denote the ionospheric
and tropospheric effects. The terms dy, ,,(¢) and di;(t) refer to the hardware delays of the
receiver and the satellite, dz*p(t) is the multipath, and ¢, denotes the random carrier
phase measurement noise. The carrier identification subscript is not used in (1.14) in
order to keep the expression general. Terms having a subscript ¢ are expressed in units
of cycles. The tropospheric delay is converted to cycles using the factor f/c, where f is
the nominal carrier frequency.

The receiver’s phase lock loop measures the time-varying function ¢g(t) — ©?(t) by
shifting the receiver-generated ¢y (t) to track (lock) the received to ¢ (¢). Thus, a phase
difference is measured rather than the time difference which matches identical codes. As
the phase difference increases or decreases by one cycle (2), the carrier phase observable

¢} (t) changes by one cycle accordingly (fig. 1.12). If there is a temporary blockage of the
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FIGURE 1.12: Measuring phase example

transmitted signal ¢P(t), the receiver loses lock on the signal and there is the possibility
that the receiver will miss some of the whole cycle change in @i (t) — ¢”(¢). Once phase
lock is regained, the fractional part of pg(t) — ¢(¢) is again measured correctly, but
the counter register might show an incorrect value. In this case a cycle slip is said to
have occurred. Plotting equation (1.14) as a function of time will typically show a step
function. Often receivers try to resolve cycle slips internally using extrapolation. They
usually write flags into the data stream to warn users that a slip might have occurred.
For further understanding of ¢ (t) — ¢P(t) we consider the following simplified situation:
let the receiver and the satellite be located on nearby fixed locations, both operating

with perfect clocks. The satellite continuously transmits carrier phases and the receiver
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internally generates waves at the same frequency. For further simplification we assume
that the receiver has been tuned such that at some instant, the receiver-generated phase
and the received phase are both zero. Since neither the receiver nor the satellite move
in this experiment, the measured difference pg(t) — ¢P(t) will remain zero. Next, let the
satellite be moved one wavelength closer to the receiver over a period of 1 sec. Over that
same period the receiver will register one extra incoming wave, and the measurement
of pp(t) — ¢P(t) will then be one. Thus, the change in the phase observable reflects
the change in receiver-satellite separation (fig. 1.13). The difference ¢y (t) — ¢P(t) is
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FIGURE 1.13: Satellite-receiver measuring phase exaiple

developed for the vacuum, because the contribution from the propagation media along
with other biases and delays are added separately. See equation (1.14). The idea in the
development of the carrier phase equation is the equivalence of the received carrier phase
and the emitted phase at the satellite, exactly T]f seconds earlier. This fact is expressed

by the following equation:

@' (t) = et —77) (1.15)
where T]f is vacuum travel time. Signals received at the same time have different emis-
sion times because of the different distances to the satellites. The subscript 1" denotes
transmission at the satellite, that is, the phase emitted by satellite p. The phases for

nominal time ¢ and true time t,., are related to the clock errors as follows
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or(tr) = @i(t) + fdty (1.16)

oty — 7)) = @ (t — 1) + fdtP (1.17)

These cquations make usc of the fact that the frequency of an oscillator is constant
with respect to its own time system. Therefore, it is permissible to take the oscillator

frequency as a constant and, by definition, to have the clock error absorb any variation.
Solving (1.16) for ¢ (t) and combining (1.17) with (1.15) gives

or(t) = pr(ty) — fdtx (1.18)

OP(t) = h(t —10) = b (tr — T,f) — fdt? (1.19)

Substituting these two equations into (1.14), and ignoring the propagation biases and

the other delay terms, we obtain

Pp(t) = er(tr) — @t — 7)) — faty + fdt? + NP(1) (1.20)

Since T,f is the signal travel time, which is about 70 msec, the expansion of (pl%(tr — T,f )

requires that the satellite frequency be modeled. Here we use the simple model

Gh(ty) = [+ a? + 0Pt (1.21)

where aP and bP denote the satellite frequency offset and drift respectively at emission

time. Thus,

it =) = hitr) — [ Shiv
T (1.22)

1
=h(tr) = [f +a” + §bp7',f]7',f
Substituting (1.22) into (1.20) gives

o (t) =pr(tr) — Ph(tr) — fdty, + fdtP

1 (1.23)
+[f +a” + §bp7']€]7']f + NZ(1)
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The phase terms ¢ (t,) and ¢7.(¢,) can be ignored altogether because they cannot be
separated from the clock errors fdi and fdiP, and because these terms will cancel in
the double difference expressions which will be developed in the next chapter. Equation
(1.23) shows that the satellite frequency offset and drift affect the received phase by the

amount

AgP = (a” + %prlf)T]f (1.24)

The term AP represents the impact of the change in satellite clock error during the
travel time of the signal. This impact on the received is, of course, a function of the
signal travel time. Since the travel time T,f is short, the impact of the frequency drift
term pr,f is usually negligible. Deleting the respective terms, the expression (1.23)

becomes

Oh(t) = —fdty + fdt? + (f + aP)7;, + NE(1) (1.25)

The last step in the development is to relate the signal travel time to the topocentric

range as

T;f _ p},;(t) +cp}1;(t)dtk (1.26)

Substituting (1.26) into (1.25) and including the ionospheric and tropospheric terms and

the other delay terms gives

b (t) :é,of,j(t) —f {1 — p}’ic(t)} dty + fdtP + N (1) + a—cppﬁ(t)

S

C

(1.27)

+ 1L () + STE () + dip (1) + df, (1) + dD(E) + &,

This expression shows that the station clock error enters in two ways: the large term
consisting of the product fdt; and the smaller term, which is a function of the topocen-
tric range rate pﬁ For a dt; of merely 1 nsec, the term fdt; already contributes 1.5
cycles. This is about 150 times the expected carrier phase measurement accuracy. For a
phase measurement accuracy of 0.01 cycles the required receiver clock accuracy should
be about 0.01 nsec. A station clock error of 1 usec contributes 0.004 cycles via Doppler
term fp4(t)/c assuming |ph(¢)] < 800 m/sec. This geometry-dependent term is zero
if the Doppler is zero and changes sign for approaching or departing satellites. If the

station clock error does not exceed 0.1 psec then the p term is negligible.
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Satellite clock errors affect the phase observable through the large term fdt? and the
small frequency-offset term a” pﬁ /c. The latter term depends on the travel time of the
signal to traverse the topocentric distance. Equation (1.27) is the fully developed expres-
sion for the undifferenced carrier phase observation. Because of the linear relationship
between the clock errors and the other unmodeled effects, it would be necessary to model
the combined effect by one parameter per epoch per observation. Fortunately, most of
these error terms are either eliminated or their impact is significantly reduced employing
techniques discussed in following sections. It is instructive to compare the carrier phase
expression (1.27) with that of the pseudorange (1.9). Apart from the general scaling
factor f/c these two expressions differ only because of the satellite frequency offset term
aP. Therefore, the carrier phase equation is sometimes developed in the same way as
the pseudorange was derived. The small ¢ term is often not listed explicitly or it is
simply added to account for the change in received phase due to the satellite frequency
offsct. Following that line of thought, there is no need to introduce terms like ¢y (tx)
and ¢!.(t,) found in (1.23).

Single Differences

If two receivers k and m observe the same satellite p at the same preset nominal re-
ceiver epoch, one can write two equations of the form (1.27). The between-receiver
single-difference phase observable, more commonly called the single-difference phase

observable, is defined by

P (1) = @1, (1) — 01 (£)

= L10p0) — o0+ 1000 — 0]
f (1.28)
+ Z{p{(t)dtk - b%(t)dtm] + N]fm(l) - f(dtk - dtm)

f
T 0+ LT (0 + i g0) +  (0)

Note how the subscripts k and m in ¢f (t) are used to indicate the difference operation

of pF(t) — ¢h(t). Following the same convention, we have

N, (1) = NZ(1) = NE(1) (1.29)
Lo (O =17 (1) = I, (1) (1.30)
Ty (t) = T (t) = TR (1) (1.31)

dk1n,<p(t> = dk,tp@) - d‘rn,c,D(t) (132>



Chapter 1. The Global Positioning System 34

dp, () =d} (t) —db, (1) (1.33)
Shmo(t) = €} ,(t) — b, L (2) (1.34)

Figure 1.14 shows a conceptual view of the single-difference approach. The principal
advantage of the single-difference observation is that most of the crrors common to
the satellite cancel. For example, the large satellite clock term dt? has canceled. The
remaining small term of the satellite frequency offset converges toward zero as the sepa-
ration of the receivers decreases. The satellite hardware delay also cancels. All of these

errors cancel as long as they remain constant between satellite emissions. Recall that

statlo m station k
F1GURE 1.14: The single difference. Two receivers observe the same satellite at the

same epoch [Leick, 1994]

even though the nominal reception time is the same, the emission times differ slightly
because of different distances between the satellite and the two stations & and m. The
single-difference observations, however, remain sensitive to both receiver clock errors dty,

and dty,.
Double Differences

If two receivers k and m observe two satellites p and ¢ at the same nominal time, the

double-difference phase observable is

Prm () = P (1) = P (1)
= TR — (0] — S 1600) — (1)
+5£@—ﬁﬁﬂ—§%@—ﬁﬁﬂ (1.35)

Lty — i (1)t Lsﬁ%@mm—pa@ﬁa

+ Nl]:gm(]‘) + Ilzfjgz <p( ) qu (t) km p( ) +€km4p

where
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Nigm (1) = Nig (1) = N, (1) (1.36)
Lo (t) = T o () = I, (1) (1.37)
o (t) =T5 (t) — N (¢) (1.38)
B, o (1) = B o () = Ay () (1.39)
Ei?n,w(t) = 5£m7@(t) - eimyw(t) (1.40)

See Figure 1.15 for a conceptual representation. The most important feature of the
double-difference observation is the cancellation of the large receiver clock errors dty and
dt,, (in addition to the cancellation of the large satellite clock errors). These receiver
clock errors cancel completely as long as observations to satellites p and ¢ are taken at the
same time, or the receiver clock drifts between the observation epochs are negligible. The
small clock terms, which are a function of the topocentric range rate, remain in (1.35).

Because multipath is a function of the specific receiver-satellite-reflector geometry, it

B %q

station m station k

FIGURE 1.15: The double difference. Two receivers observe two satellites at the same
epoch [Leick, 1994]

does not cancel in the double-difference observable. The integer ambiguity plays an
important role in double differencing. If it is possible during the least-squares estimation
to fix the intcger, that is, to constrain the cstimates N,ffn to integers, then the fixed
solution is the preferred one. Because of residual model errors the estimated ambiguities
will, at best, be close to integers. Imposing the integer constraints adds strength to the
solution because the number of parameters is reduced and the correlations are reduced
as well. Much effort has gone into extending the baseline length over which ambiguities
can be fixed. At the same time much research has been carried out in order to develop
algorithms which allow the ambiguities to be fixed over short baselines using increasingly

shorter observation spans.
Triple Differences

The triple difference is the difference of two double differences between different epochs:
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Pl (t2, 1) = @i, (t2) — 7, (1) (1.41)

See Figure 1.16 for a conceptual representation. Assuming phase lock, the initial integer

ambiguity Np? (t) has canceled in equation (1.41). Notice that the

station k station m

FiGURE 1.16: The triple difference. Two receivers observe two satellites from one
epoch to the next [Leick, 1994]

triple and double differences have the same sensitivity with regard to clock errors and
satellite frequency offset. The triple-difference observable is probably the easiest to deal
with because the ambiguity cancels. The triple-difference solution is often considered
a preprocessing technique to get good approximate positions for the double difference
solution. Triple differences have a major advantage in that cycle slips are mapped as
individual outliers in the computed residuals. Individual outliers can usually be detected
and removed or corrected. The resulting cycle slip free (or nearly so) observations can
be used in the double difference solution. Because of the additional differencing over
time, the triple differences lose some geometric strength. The triple difference can be

computed in any order. Consider the following:

P (t2:11) = [PF, (t2) — 9, (22)] — [ (t1) — P (t)]
= [Phm(t2) — Pp(t1)] — ( 2) = P (11))]
= Phm(t2, 1) — ¢, (T2, )
= [ph(t2) = ¢h(t2)] = [ (t1) — @b (t1)]

— i (t2) — @i, ()] + [ (t1) — ¢, (t)]
= [} (t2) — P (t2)] — [0} (t1) — i (t1)]
= [ (t2) — @A«(tl)] [ (t2) — ¢ (t1)]
= [ (t2) — ()] = [ph(t2) — W (t1)]
= [pp(t2, t1) — @, (t2, t1)] — [ (t2, t1) — @F (t2, t1)]
= [0 (t2, t1) — Nl (ta, t1)]

(1.42)
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Whenever a new observable is formed by differencing over time, the epoch identifiers
t, and to become part of the symbol for the new observable. For example, the symbol
o (ta,t1) denotes the difference over time of two between-receiver single differences
involving the same satellite, whereas gpﬁq(t) is the between-satellite single difference.
The symbol ¢}?(t2,¢1) denotes the difference over time of two between-satellite single

differences.

1.5 GPS ranging errors

Although the GPS is clearly the most accurate worldwide navigation system yet devel-
oped, it still can exhibit significant errors. By understanding these errors, the user can
to both hope to reduce them and to understand the limitations of the GPS system. This
section provides only an overview of the sources of error. The precision of GPS mea-
surements depends on the accuracy with which we can determine the satellite-receiver
ranges. The crrors we commit to the extent of the ranges arc the bias, i.c., systcmatic

errors in the long term, and random errors, i.e. errors in the short term.

1.5.1 The bias errors

The bias errors are grouped into the five following classes:

e Ephemeris data: errors in the transmitted location of the satellite.

Satellite clock: errors in the transmitted clock, including SA.

Ionosphere: errors in the corrections of pseudorange caused by ionospheric effects.

Troposphere: errors in the corrections of pseudorange caused by tropospheric ef-

fects.

Multipath: errors caused by reflected signals entering the receiver antenna.

The ephemeris errors result when the GPS message does not transmit the correct
satellite location. It is typical that the radial component of this error is the smallest: the
tangential and cross-track errors may be larger by an order of magnitude. Fortunately.
the larger components do not affect ranging accuracy to the same degree. Because
satellite errors reflect a position prediction, they tend to grow with time from the last
control station upload. It is possible that a portion of the intentional SA error is added

to the ephemeris as well. However, the predictions are long smooth arcs, so all errors
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in the ephemeris tend to be slowly changing with time. Therefore, their utility in SA
is quite limited. As reported during phase one, (Bowen, 1986) in 1984, for predictions
of up to 24 hours, the RMS ranging error attributable to ephemeris was 2.1 m. These

errors were closely correlated with the satellite clock, as we would expect.

The satellite clock errors affect both the C/A- and P-code users in the same way. This
effect is also independent of satellite direction, which is important when the technique
of differential corrections is used. All differential stations and users measure an identical
satellite clock error. A major source of apparent clock error is SA, which is varied so
as to be unpredictable over periods longer than about 10 minutes. The RMS value of
SA is typically about 20 m in ranging, but this can change after providing appropriate
notice, depending on need. The U.S. Air Force has guaranteed that the two dimensional
RMS (2 DRMS) positioning error (approximately 90th percentile) will be kept to less
than 100 m. This is now a matter of U.S. federal policy and can only be changed by
order of the President of the United States. More interesting is the underlying accuracy
of the system with SA off. The ability to predict clock behavior is a measure of clock
quality. GPS uses atomic clocks (cesium and rubidium oscillators), which have stabilities
of about 1 part in 10'3 over a day. If a clock can be predicted to this accuracy, its error
in a day (= 10°s) will be about 10~8s or about 3.5 m. The experience reported in 1984
was 4.1 m for 24-hour predictions. Because the standard deviations of these errors were
reported to grow quadratically with time. an average error of 1-2 m for 12-hour updates

is the normal expectation.

The ionosphere errors are caused by the free electrons in the ionosphere. When
they transit this region, the GPS signals do not travel at the vacuum speed of light.
The modulation on the signal is delayed in proportion to the number of free electrons
encountered and is also (to first order) proportional to the inverse of the carrier frequency
squared (1/f?). The phase of the radio frequency carrier is advanced by the same amount
because of these effects. Carrier-smoothed receivers should take this into account in the
design of their filters. The ionosphere is usually reasonably well-behaved and stable in
the temperate zones; near the equator or the magnetic poles it can fluctuate considerably.
An in-depth discussion of this can be found in the following. All users will correct the
raw pseudoranges for the ionospheric delay. The simplest correction will use an internal
diurnal modecl of these delays. The paramecters can be updated using information in the
GPS communications message (although the accuracy of these updates is not yet clearly
established). The effective accuracy of this modeling is about 2-5 m in ranging for users
in the temperate zones. A second technique for dual-frequency P-code receivers is to
measure the signal at both frequencies and directly solve for the delay. The difference

between L1 and L2 arrival times allows a direct algebraic solution. This dual-frequency
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technique should provide 1-2 m of ranging accuracy, due to the ionosphere, for a well-

calibrated receiver.

The troposphere errors are also caused by another deviation from the vacuum speed
of light. Variations in temperature, pressure, and humidity all contribute to variations
in the speed of light of radio waves. Both the code and carrier will have the same delays.

This is deeply described in a further chapter devoted to these effects.

The multipath errors are caused by reflected signals entering the front end of the
receiver and masking the real correlation peak. These effects tend to be more pronounced
in a static receiver near large reflecting surfaces, where 15 m or more in ranging error can
be found in extreme cases. Monitor or reference stations require special care in siting to
avoid unacceptable errors. The first line of defense is to use the combination of antenna
cut-off angle and antenna location that minimizes this problem. A second approach
is to use so-called “narrow correlator” receivers which tend to minimize the impact of
multipath on range tracking accuracies. With proper siting and antenna selection, the

net impact to a moving user should be less than 1 m under most circumstances.

1.5.2 The random errors

The random errors are errors in the short term that may not be modeled, or deleted.
These errors are inherently present in the measurement. The random error generated
by the receiver, is included among the random errors. It comes from the noise of the
electronics of the receiver, antenna noise, noise due to the cables, thermal noise, software
accuracy, and inter-channel biases. The receiver errors are substantially eliminated by
the technique. Initially most GPS commercial receivers were sequential in that onc or
two tracking channels shared the burden of locking on to four or more satellites. With
modern chip technology, it is common to place three or more tracking channels on a
single inexpensive chip. As the size and cost have shrunk, techniques have improved
and five- or six-channel receivers are common. Most modern receivers use reconstructed
carrier to aid the code tracking loops. This produces a precision of better than 0.3 m.
Interchannel bias is minimized with digital sampling and all-digital designs. The limited
precision of the receiver software also contributed to errors in earlier designs, which
relied on 8-bit microprocessors. With ranges to the satellites of over 20 million meters,
a precision of 1 : 10’0 or better was required. Modem microprocessors now provide
such precision along with the co-requisite calculation speeds. The net result is that the

receiver should contribute less than 0.5 ms error in bias and less than 0.2 m in noise.
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There are other errors induced voluntarily by the operator of the GPS system in order
to degrade the positioning accuracy: this is called SA. The degradation of accuracy is

obtained simultaneously with two modes:

e degradation of the accuracy of the clocks (d-process);

e increase of the ephemeris error (e-process).

The d-process is obtained by ”exciting” the fundamental frequency of the clock satel-
lite. This bias has a direct impact on the observations of pseudoranges, based on the
comparison between the clocks of the satellites and the receiver. The e-process consists
in truncation of some of the information submitted in navigation signal, so as not to
allow an accurate calculation of the positions of the satellites. The effect of SA due to
similar errors in the two receivers that acquire simultaneously, and can be eliminated
by differentiating the range of measures. The effect dell’e-process can be eliminated by
using the precise ephemeris to instead of the broadcast. A more complete discussion of

individual error sources can be found in next chapters.

1.6 The European navigation satellite system: Galileo

Galileo is the first global satellite positioning and navigation system to be developed by
the European Union (EU) and European Space Agency (ESA) for special civil goals in
the frame of a joint venture.

The EU considers important to have control of its own independent satellite configu-
ration. It does not want to depend on systems and technologies which were originally
developed for military purposes and for applications outside Europe. The Galileo pro-
gram is of strategic importance for Europe, since it will result in similar revolutionary
changes as happened with mobile phones in the recent past, causing the development of
a new generation of services. In road and rail traffic, for example, it will enable us to
predict travel times. Automatic vehicle control systems will help to decrease the number
of traffic jams and accidents. Though various aerial, maritime and land traffic forms
are mentioned most frequently in connection with its advantages, its use in areas such
as agriculture, fishing, construction, national and civil defense, rescue and life-saving
services and telecommunication cannot be neglected. The special on-board characteris-
tics of Galileo satellites will provide new service categories such as traffic, commercial
or improved research and rescue functions.

As far as the costs are concerned, they are about 3.2-3.4 billion Euro, which sum should

provide for the launches of satellites and construction of a ground service system. The
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investment cost is roughly comparable to other European projects and can be com-
pared to the cost of the finished Heathrow Airport Terminal 5 or a modern motorway
of 150-km length. The two primary cost bearers of the Galileo project are the EU and
ESA, but investments from the private sector are also expected. The space segment
of Galileo is planned to consist of 30 satellites deployed in three Mean Earth Orbits.
The inclination of orbital planes to the Equator is 56°, and there will be 9 satellites
and a spare one in each plane. This satellite constellation will provide better cover-
age on locations of higher geographical latitude — thus in the northern part of Europe
— than it is realized with American GPS satellites today. The mean rotation altitude
of satellites is 23,616 km; the orbital periodic time is 14 hours; their weight is 650 kg
and their design life will reach 20 years. On board each satellite two atomic clocks will
provide the precise frequency. One of them will be a rubidium clock, the other one a
hydrogen maser clock. These clocks are made in Europe and are being tested on board
the first pilot satellites. The Galilco system time will be adjusted to the International
Atomic Time. The contracts for producing the first two test satellites were signed in
2003, and they have been put in orbit since then. Galileo satellites will transmit ten
different signals on the following four L-band frequencies: 1176.45 MHz, 1207.14 MHz,
1278.75 MHz and 1572.42 MHz. As can be seen, the frequencies of two Galileo signals
are equal to the L1 and L5 frequencies in American GPS system. The service provided
by Galileo signals can be divided into two levels: basic level and selective availability.
The basic level will be without charge here as well, similarly to the American GPS, but
the system operators promise more reliable service for general user applications. To use
the other value-added commercial and professional level, naturally, it will be necessary
to pay, and it will be available only to authorized users. Consequently, these users have
to be provided with excellent operation. The level of selective availability should be so
high in the case of certain users that service jamming should happen not at all. The
income from service will mean a significant contribution to the cost-effectiveness of this
system. The ground service infrastructure of Galileo system and its sub-system of mon-
itor stations will widen with an integrity-monitoring infrastructure separated from the
sub-system. The main tasks of the subsystem of monitor stations will be to observe
the satellite constellation continuously — that is, to determine each satellite’s orbit —
to provide time synchronization and to produce navigation messages. All of these are
provided by establishing and operating 15 automatic monitor stations, a control center
and 4 telemetric stations. An independent monitoring system consisting of a European
integrity center and 3 radio stations will be responsible for system integrity. Each user,
however, should receive a warning within a few minutes when the satellite system (or
certain satellites within it) is out of order (fact and time) and their accuracy numbers.

The lack of this very important service is why the American GPS system can not be
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used within full limits in such critical navigation fields such as civil aviation control. An-
other innovation is that transceivers compatible with the Cospas—Sarsat system will be
installed in Galileo satellites, which will increase present positioning accuracy by several
orders of magnitude compared to current systems. In addition, the L-band transmitters
would be suitable for a person in trouble to receive confirmation about that his/her
signals had been received and a life-saving mission was underway. The most important

element of the user system is the receiver itself.



Chapter 2

Atmospheric Radio-Wave

Propagation

2.1 The Earth atmosphere

In space geodesy normally the travel time between a source in space (a satellite) to a
receiver on the surface of the Earth is measured. This travel time is then converted to
a distance measurement by multiplying with the speed of light in vacuum. The radio
signals used by space techniques for geodetic positioning, such as the GPS, have to
propagate through the Earth’s atmosphere. The atmosphere will introduce an error
in the distance since it will affect the propagation path of the signal and since the
propagation speed of the signal in the atmosphere is lower than the speed of light in
vacuum. Along their paths, the signals are significantly affected by free electrons present
in the ionosphere and by the constituents of an electrically neutral atmospheric layer,
which includes the lower part of the stratosphere and the troposphere. The effects on
radio signals of these two media are of different origin. The ionosphere is a dispersive
medium, that is, the free electrons of the ionosphere cause a frequency dependent phase
advance or a group delay; the first-order effect can thus be almost completely removed
by using dual-frequency observations. The neutral atmosphere causes a non-dispersive
delay and the modeling of this effect requires the knowledge of the atmospheric properties

in a tridimensional space.

43
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2.1.1 The atmosphere composition

The gaseous envelope surrounding the Earth’s surface, bounded to it by gravitational
attraction, is by definition the Earth’s atmosphere. It is composed of different con-
stituents, which can be grouped under three main categories: dry air, water substance,
and aerosols [Iribarne and Godson]. Other forms of classification can be found (e.g. [Flea-
gle and Businger, 1980]; [Rogers and Yau, 1989]), but the former leads more smoothly
to the approach used in radio-wave propagation, which considers the atmosphere as a

mixture of two ideal gases: dry air and water vapor.

Constituent M; [#] N; R; [WJK] M;N; [#] m;
Nitrogen (N2) 28.01348 0.78084 | 296.804 21.874 0.75520
Oxygen (O2) 31.9988 0.209476 | 259.838 6.7030 0.231421

Argon (Ar) 39.948 0.00934 208.133 0.3731 0.0129

Carbon dioxide (C02) 44.010 0.000314 | 188.923 0.0138 0.000477

Neon (Ne) 20.1797 18.18 ppm | 412.02 0.000367 12.67 ppm
Helium (He) 4.002602 | 5.24 ppm | 2077.28 0.000021 7.24 ppm
Krypton (Kr) 83.80 1.14 ppm 99.22 0.000096 3.30 ppm
Hydrogen (Ho) 2.01588 | 0.5 ppm | 41245 | 0.000001 | 0.03 ppm

Ozone (03) 47.9982 variable | 173.225 - -

TABLE 2.1: Main constituents of the Earth’s dry atmosphere below 80 km.

Dry air is a mixture of gases, in which nitrogen, oxygen, and argon are the major
constituents and account for about 99.95% of the total volume, as shown in Table 2.1.
The first and second column represent the value of the molecular weight (M;) and volume
fraction of cach constituent (V;) [Lide, 1997]. R; represent the computed values of the
specific gas constant of each constituent, that is, R; = R/M;, where R is the universal gas
constant (R = 8314.510 £ 0.070Jkmol 1 K~! [Lide, 1997]); M;N; represent the effective
molecular weight of each constituent; the sum of the individual contributions yields
an approximate value of 28.9644 kgkmol ! for the (mean effective) molecular weight
of dry air; m; represent the mass fraction of each constituent, using the computed
mean molecular weight. With the exception of carbon dioxide, ozone, and other minor
constituents, all the gases of this group are mixed in nearly-fixed proportions up to a
height of 80-100 km.

Watcr vapor is almost always presence in the air and can exist in the atmosphere in any
of its three physical states: water vapor, liquid droplets and ice crystals. Water in the
form of vapor is a highly variable constituent of the atmosphere, both in space and time.
The main source of the atmospheric water vapor is the evaporation from bodies of water
and transpiration by plants. The concentration is largest near the surface and drops to

very small values at higher altitudes. On average, the quantity of water vapor above
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10 km is negligible [Davis et al., 1993b]. The water vapor content of the atmosphere
is also a function of the local geographic conditions and meteorological phenomena; its
concentration is very small in the polar regions and large desert regions, with amounts,
of less than 1% of the volume of the air, but quite significant above tropical rain forests,
reaching about 4% of the volume of the air (e.g. [Lutgens and Tarbuck, 1979]). The
content may vary and the maximum amount possible of water vapor in dry air depends
on the temperature of the air. The addition of water vapor to air (making the air humid)
reduces the density of the air, which may at first appear counter-intuitive. This occurs
because the molecular mass of water (18 g/mol) is less than the molecular mass of dry
air (around 29 g/mol). For any gas, at a given temperature and pressure, the number of
molecules present is constant for a particular volume (Avogadro’s Law). So when water
molecules (vapor) are added to a given volume of air, the dry air molecules must decrease
by the same number, to keep the pressure or temperature from increasing. Hence the
mass per unit volume of the gas (its density) decrcases. The other two forms of water
are water droplets and ice crystals, of which clouds are made. Aerosols are suspended
particles of small size (such as smoke, dust, pollen, and organic matter). The presence
of aerosols in the atmosphere is the result of a great number of activities, both human
(e.g. industrial and urban pollution) and natural (e.g. volcanic activity and wind-raised

dust).

2.1.2 The atmosphere vertical structure

The atmosphere can be divided into a series of layers, based on the chemical compo-
sition, vertical distribution of temperature, or degree of ionization. As regards to its
chemical composition, the atmosphere is generally divided into two layers: the homo-
sphere and the heterosphere. The homosphere is a layer of uniform and relatively
well-mixed composition, with respect to the major constituents, extending up to about
100 km (e.g. [Wallace and Hobbs, 1977]; [Miller and Thompson, 1979]; [Iribarne and
Cho, 1980]). The heterosphere is the layer above the homosphere, with varying com-
position. In this layer, molecular diffusion becomes an important process, responsible
for the stratification of the gases according to their molecular weight. Positively charged
particles and free electrons are a significant part of the air composition within this layer.
When the temperature distribution is used as the main property in the establishment of
an atmospheric scgmentation, scveral layers arc considered. The lowest layer of the at-
mosphere is the troposphere. It is characterized by a general constant decrease of the
temperature with increasing height of about 6.5°C/km, on average. The troposphere

is an unstable layer, with significant atmospheric turbulence due to vertical convection
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currents, particularly in the region near the Earth’s surface, denominated as the bound-
ary layer. The thermal structure of this layer, whose thickness can vary from tens of
meters to one or two kilometers [Peixoto and Oort, 1992], is mainly controlled by the
heating of the Earth’s surface, due to solar radiation and turbulent mixing,.

The troposphere contains about 80% of the total molecular mass of the atmosphere (e.g.
[Wallace and Hobbs, 1977]; [Fleagle and Businger, 1980]) and, as mentioned before,
nearly all the water vapor and aerosols. The upper limit of the troposphere is character-
ized by a, sudden change in the temperature gradient, a level called the tropopause,
which marks the transition to the stratosphere. The tropopause height is variable and
depends on time and place. It typically ranges from ~7-10 km, over the polar regions,
to ~16-18 km, over the tropical and equatorial regions (e.g. [Cole et al., 1965]; [Miller
and Thompson, 1979]; [Iribarne and Cho, 1980]; [Fleagle and Businger, 1980]; [Barry
and Chorley, 1987]). This limit varies also from season to season (higher in summer)
and with the passage of air masscs. The tropopausc is clearly defined in the tropical
regions, less well defined at mid-latitudes and can be almost absent in the polar regions,
particularly in winter[Fleagle and Businger, 1980).

The stratosphere is the second largest layer of the atmosphere, extending upwards to
~50 km. The temperature distribution in this layer is not uniform. In the lower part
(up to ~20 km) the stratosphere is approximately isothermal. Then the temperature
increases gradually with the height, due to the presence of ozone, which absorbs the
ultraviolet solar radiation, reaching a maximum of about 0°C, at ~50 km [Iribarne and
Cho, 1980]. The irregular distribution of ozone over the Earth and its variability with
the seasons leads to a variable temperature distribution. The level at which the maxi-
mum temperatures are reached is called the stratopause, and it marks the transition
to the next layer, the mesosphere. The main characteristic of the mesosphere is the
sharp decrease of temperature with increasing height; at a rate of approximately 3°C/km
[Miller and Thompson, 1979]. The temperature reaches a minimum of about ~90°C,
at the height of -85 km (e.g. [Fleagle and Businger, 1980]), the coldest point in the
atmosphere. This is the level of transition to the thermosphere, called the mesopause.
The thermosphere is a layer of rapidly increasing temperature, with variations as-
sociated with solar activity. The maximum temperature, reached at ~500 km, varies
between about 400°C' and about 2000°C', depending on the time of day, latitude and
solar activity (e.g. [Iribarne and Cho, 1980]; [Fleagle and Businger, 1980]). Due to
molecular diffusion, a high concentration of light gases can be found in this layer, mak-
ing the air density very low. The process of dissociation of the molecular oxygen and
other constituents is also significant in this layer; above ~130 km, most oxygen is in
atomic form. The upper limit of this layer is not well defined (300 - 500 km) and is
bounded by a nearly isothermal layer, the thermopause. The exosphere is defined as

the region where the mean free path (average distance traveled by a molecule between
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two collisions) is so great that the lighter particles tend to escape from the atmosphere.
The main constituents of this layer are atomic oxygen, ionized oxygen, and hydrogen
atoms.

The outermost layer of the atmosphere is the magnetosphere, characterized by a
supremacy of the Earth’s magnetic field over the gravitational field in the distribution
of electrons and protons. One peculiarity of this layer is the existence of the Van Allen
radiation belts, which are zones of a near-permanent concentration of charged particles.

Beyond this layer, the Farth’s atmosphere merges with that of the sun (fig. 2.1). The
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FI1qURE 2.1: The first 100 Km of temperature atmospheric profile

ionization state of the atmosphere created by solar radiation has also been used to char-

acterize the atmosphere.

The radiation emitted by the sun produces significant ionization in the upper atmo-
sphere. The term ionosphere is used to designate the region of the atmosphere charac-
terized by a strong degree of ionization, produced mainly by solar radiation and much
lesser by cosmic rays. The free electrons in this layer affect significantly the propagation
of the electromagnetic radiation. The ionosphere extends from ~50 km to ~1000 km,
that is, it covers the region of the lower thermosphere and heterosphere. The variability
of the ionization leads to a classification of different ionospheric layers, each one with
boundaries not well defined. The ionospheric boundaries and structure presented here
follow [Iribarne and Cho, 1980]. The D layer is the ionospheric region up to ~90 km
characterized by the lowest concentration of electron density (103 — 10*electrons/cm?
and observed during the day only. It is composed of negative ions, positive ions and
free electrons. Under normal conditions, the degree of ionization is not strong enough to
interfere with the propagation of the radio waves. The ionization on the E layer,which

ranges from ~90 km to ~140 km, shows a high degree of correlation with the incident
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solar radiation, making it almost absent during the night (most of the electrons recom-
bine with positive ions). During the day-time, the electron density is about one order of
magnitude greater than that observed in the D layer (105electrons/cm?). Tt is composed
of positive ions and free electrons. Within this layer, a thin ionospheric layer with an
augmented electron concentration is sometimes observed. Due to its transient character,
it is called sporadic E layer, F,, and is associated with quasi-periodic amplitude scin-
tillations [Coco et al., 1995|. The highest ionospheric layer is the F layer, with a lower
boundary of ~140 km, which involves two regions of different characteristics. The F1
layer is the lowest region, which exists only during daytime. The F2 layer is the region
of the ionosphere with the highest electron density, reaching a maximum concentration
of 108electrons/cm? at 250-500 km. Although it does not disappear during night-time,
the electron density during this period decreases by about one order of magnitude. It
is also very sensitive to the sunspot cycle. Further, sudden ionospheric disturbances
duc to coronal holes, solar flarcs, and magnectic disturbances can affect the behavior of
this and other ionospheric layers, as a result of a significant increase in the electron
density. Below the ionosphere, the atmosphere is electrically neutral and this region is
named the neutral atmosphere. The neutral atmosphere includes the lower part of

the stratosphere and the troposphere. Although both the ionosphere and the neutral
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FIGURE 2.2: a) Chemical composition of ionosphere (from [Banks and Kockarts, 1973]).
b) Density profiles of free electrons content in the ionosphere during the day/night)

atmosphere affect the propagation of radio waves, the study of the resulting effects have
to be addressed differently. Unlike the neutral atmosphere, the ionosphere is a dispersive
medium for radio waves, and its first-order effects can be removed almost completely by
using two different carrier frequencies (for discussion of residual effects see, e.g., [Brun-
ner and Gu, 1991b] and [Bassiri and Haij, 1993]). The following sections address these

issues (fig.2.2). As far as the neutral atmosphere is concerned, the effect on radio signal
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propagation is a function of pressure, temperature, and water vapor content. Therefore,
the profiles of these variables have to be known accurately and the underlying physics

understood to properly model the effect. Section 2.3 will deal with this issue.

2.2 EM waves in ionospheric plasma

The free electron population in the ionosphere is created by a complex ion production
recombination mechanism via the ionization of the tenuous upper reaches of our atmo-
sphere by ultraviolet and more energetic radiation from the sun and cosmic sources. The
losses involve recombination via an intermediate attachment of free electrons to neutral

atoms and molecules. The mathematics describing how electromagnetic waves, such as
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FIGURE 2.3: Global maps of ionospheric total electron content (TEC) are pro-
duced in real-time by mapping GPS observables collected from ground stations.(from
iono.jpl.nasa.govl)

GPS signals, travel through a partially ionized medium in the presence of a magnetic
field has been a subject of interest for decades. The theory that is typically applied for
GPS frequencies is termed the magneto-ionic theory.

The refractive index of a medium defines the phase speed in the material relative to the
speed in a vacuum. For a magneto-ionic medium such as the ionosphere, the refractive
index depends upon several factors which include the frequency of the signal, its polar-
ization, and the angle between the signal and the magnetic field. The applications of
this theory to GPS will be reviewed below.

A magneto-ionic medium is one in which “free electrons and heavy positive ions are
situated in a uniform magnctic ficld and arc distributed with statistical uniformity, so
that there is no resultant space charge [Barbarino]. A collection of charged particles

in a magnetic field may also be known as a magneto-plasma, and has a characteristic
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frequency of oscillation, known as the plasma frequency, f,. Considering electrons only
(as all ions are so massive in comparison that their motions are negligible), f, is related
to the electron charge, e, the electron density, N, , the electron mass, m. , and the

permittivity of free space, eg , as follows:

2 _ @eNe o 4N

2 (2.1)

 dm2meeo
the constants are evaluated (Table 2.2). However, the presence of a magnetic field
also influences the magneto-plasma. Charged particles tend to spiral around the lines
of magnetic force at a characteristic frequency known as the gyrofrequency, f, . For
electrons, the gyrofrequency depends on m, , e, and the magnetic field vector, B, in the

following relationship:

wy = 0l g oy - e (2.2)

Me 2mTme

When defined as above (Eq. 2.1), the plasma frequency is always a positive scalar.
However, the electron gyromagnetic frequency or gyrofrequency (Eq. 2.2) is a vec-
tor, representing the direction around which charged particles will orbit in a clockwise
manner (and may thus be negative for particles with a positive charge). The electron

gyrofrequency is typically 1.5 MHz; the plasma frequency rarely exceeds 20 MHz.

Symbo Quantity Value Unit
€0 Permittivity of free space | 8.854 x 1072 | farad/[m]
Me Elcctron mass 9.107 x 1073¢ Kg]

Qe Electron charge —1.602 x 10~ | Coulomb
I Permeability in a vacuum | 12.57 x 10=° | Henry/m

TABLE 2.2: Main constituents of the Earth’s dry atmosphere below 80 km.

2.2.1 The refractive index in the Ionosphere

When an electromagnetic wave travels through a plasma interacts with all three com-
ponents of the plasma: electrons, free ions and neutral molecules. The interaction of
the wave with neutral molecules is so weak, when compared to the interaction between
the wave and the charged particles, which can safely be neglected. Furthermore, since
ions have a mass much greater than that of the electrons, the speed imparted to the
ions by the wave is much smaller than that transferred to electrons. So when an elec-
tromagnetic wave passes through an ionized plasma only free electrons of the plasma

appreciably affect the transmission of the wave, so that to model this phenomena is
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sufficient to consider only the interaction between the wave and the free electrons.

When a magnetostatic field B} is applied to a plasma, the plasma becomes electrically
anisotropic for electromagnetic waves. The magnetic permeability of the plasma is equal
to the permeability of the vacuum pg, while the dielectric constant of the plasma be-
comes a tensor €. We can write the equation of motion of an electron, subjected to a
monochromatic electromagnetic field and a uniform magnetostatic field Bj. Because the
electron doesn’t moves with relativistic velocity, the magnetic force that acts on it, due
to the magnetic field associated with the electromagnetic wave, is much smaller than

that due to the electric field; this is the reason why we neglect the magnetic field.

ov - . R
meE = ¢l — metwers + q.U X By (2.3)
where m, and ¢, represent the electron mass and charge, (as shown in Table 2.2), v’ is
the average speed of each electron, E is the electric field of the incident wave, B, is the
magnetostatic field and wefr = 27wvesy is the angular frequency of collisions (i.e. the

number of collisions per unit time) between the electron and the neutral molecules of

the plasma. In regime the solution is

Je QE, quy )
— T 9 2.4
Ug Me wg — QQ ( )

qe —1QEy + wgEy

Uy = me w2 (2.5)
v, = ;iiz (2.6)
Where ) = w + iwerr. The electric current density J= Neqe:
g, — Nea? —i0 g Nege  wg o (2.7)
Me wg—92 Me wg—QQ Y
Ty = ]\TI:LZE w? ('i992 Bz + ]\::ng wg_iQQQ Ey (28)
J, = Ajff;zE~ (2.9)

From (Eq. 2.7 to 2.9) we observe that in the case of a plasma which acts on an external
magnetic field, the electric current deunsity vector J is not parallel to E. The plasma
behaves like anisotropic electrically medium, and therefore its complex dielectric constant
s a tensor. From the knowledge of J we can find the complex dielectric constant of the

plasma starting from Maxwell’s equation:
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l

-

= J— iweoE = —iwé - E = —iwD (2.10)

<l
X

which yields

B 2(w + iwery) , wgwg
Pa =0 (1  wl(w + dwery)? — WQ]) P —ieo ( [(w+dwerr)? — wQ]) By 1)

Dy:ko([( 5%y )E&+m(1— 2W+m%”)}>£@ (2.12)

W iweff)? — wz]

w2
D, = 1-——2 | E 2.13
z= €0 w(w + iwefr) z ( )

The matrix that represents the complex dielectric constant is:

€y efry 0
0 VR (214)
0o 0 ¢

We will study the propagation and the polarization properties of a monochromatic elec-
tromagnetic plane wave (such as GPS wave), which propagates in a homogeneous plasma
subjected to a magnetic field (such as the Earth’s magnetic field). The electric and the

magnetic field of a monochromatic plane wave have the form, omitting the term e~**,

E(®) = Epe®™™  and  H(F) = HyelF™ (2.15)

where Eg and Hy arc constant vectors, k is the wavevector, 7 is the position vector. We

can write k as:

T
Il
>

(2.16)

SHRS

where n is the unit vector in the direction of propagation and v is the speed of phase
wave. The problem is to determine the vector k which describes the propagation of
the wave, and the vector Eg which describes the polarization of the wave. Consider

Maxwell’s equations written for harmonic fields in time:

—

V x E =iwpgH and V x H = —iwé - E (2.17)
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Substituting the expressions 2.15

V x E’oeii‘:'? = iwuoﬁ and V x ﬁoef"’? = —jwé - E (2.18)
we have

—

kxE=wuH and kxH= wé E=-wD (2.19)

The (2.19) provides the important result that the vectors D and H are both orthogonal
to the direction of propagation and between them. H is orthogonal to E. Calculating

the scalar product of the first of 2.19 and ﬁ, we obtain:

—

kxE-D=0 (2.20)

i.e. the vectors E, E and D lie on the same plane. Because in an anisotropic medium
E is not parallel to 13, it follows that the vector E is not orthogonal to the direction of
propagation. Therefore the Poynting vector does not have the same direction of k and

lies in the same plane of D, E and k (fig. 2.4).

Eo)

s
FIGURE 2.4: Representation of the vectors E, E and D
It can be shown that the average of the Poynting vector is parallel to the actual speed

of propagation of the wave, that is the group velocity. Extracting H from the first of (

2.19) and substituting in the second, the two Maxwell equations are equivalent to:

- —

kx (kxE)=—w?ue - E (2.21)

that we can write as:
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— . = 1 U2: N
EO — n(n . EO) = %?E/ . E() (222)

taking place k = 1%

where c¢ is the speed of light in vacuum, v is the velocity of phase and 7 the unit vector of
the direction of propagation. Without loss of generality we choose a Cartesian reference

system so that the z axis is parallel to the By and the yz plane containing 7n, as shown
in fig. 2.5.

3)

Y

FIGURE 2.5: Representation of the vectors Eo and n

where 6 is the angle between By and 7. Projecting the equation ( 2.22) on the axes,

according with the figure 2.5:

Eoz (1 %j% Eoy%j% =
Eoz (7%§%> +Eoy <0052 0 — %5%) +Fo,(— cosfsinb) = (2.23)
+ Loy (—cosfsinb) +Ey, (sin2 0 — Z—f%) =0

Eog, Loy, and Ly, represent the components of E,. Since the system (2.23) is homoge-

ncous, it has solution different than trivial if

2 2 €l
(1-5%) = 0
det <—”—;6”—“‘) (cos2 0 — “—ie*’—y> (— cosfsin ) =0 (2.24)
C €0 C €0
0 (— cos O sin 6) (sin20 - f—;%}z)
Setting
/ 6/ / 6/ /~
o = S Cwe Sy G (2.25)
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we obtain:

2

vl €1+ €9 02 €1 + €9 vl €1+ €9

v .
———e30082 0 + — €3 — sin? 0 + €3 cos® 0
c2 A 2 2 2 ct
(2.26)
V8 vt . 9
——€1€2€3 + —e1€ea8in 6=0
c c

Which is a quadratic equation in v?/c?. The solution provides, in function of the direc-
tion of propagation of the wave, the values of the propagation constant for which it is

possible the existence of the wave in the plasma. We write the (2.26) in a different form:

2
— tan® 6 = — - (2.27)

The formula (2.27) is useful for immediate analysis of the cases of wave propagation
along the magnetic field direction and along the direction orthogonal to it. We neglect
the terms dependent on the ion motion. In the case in which the propagation is parallel
to By that is, according with figure 2.5 8 = 0°, the equation (2.27) leads to the two

solutions:

v? 1 v? 1
) = = d =] == 2.28
(&)= = (8),-5 22

Conscquently, the clectromagnetic wave that passes through the plasma will be composed

of two waves with different propagation constants k| and kg :

w2
k=21 P (2.29)
c w(w + iwepf — wy)
w w2
kj==4/1— — (2.30)
c w(w +iwesr + wy)

If propagation occurs along the 4y axis, that is perpendicular to Eo, 0 is equal to § and

the solutions are:

: w2
W= — (2.31)
2 C w(w + iweyy)
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wp
K =2 |1 w (2.32)
2 C 1 +iw€ff . Y
w (w2+zweffwfw12,)
The solution of equation 2.26 expressed in the general form is
1
2
X
Kkl =< 1 (2.33)
C . 1 Y2 1 y4 9
L+iZ —sa=7—=x) T \/st5z=x2 T Vi
or for the phase refractive index is:
X
ng=1- (2.34)

. 1 Y2 1 vA 2
L +iZ —5a=7x * \/4 riz—xe t YL

where X = (wp/w)?, V = (—wy/w), Z = (weff/w), Y, = Ysinf) and Yr = Y cos0).
The equation 2.34 is the famous Appleton ' equation for magneto-ionic theory of the
ionosphere. We have thus found two waves traveling in arbitrary direction 6 with differ-
ent propagation constants. The wave with kj is called ”ordinary wave”, while the wave
with kj is called extraordinary wave. For § = 0, i.e. for propagation along the magnetic
field direction (fig. 2.5), the two waves move along the same direction, and the resulting
wave is their composition. For § # 0, the two waves are separated (because they have
different refractive indexes) thus highlighting the phenomenon of birefringence. As re-
gards the GPS signal, the waves emitted in a far region ( ~ 22000Km) where there are
not free electrons, they will not suffer the phenomenon of birefringence but they, when
enter in the ionosphere (= 500R'm), are submitted to the Faraday rotation that we will
explain below. In fact, starting from the special case in which the propagation is parallel

to go, being 0 = 0°, the equations 2.23 become:

2 ¢ 2 ¢,
Bo (1= 2%) B -0
Bo, (-%%) 4+, (1- 5%) ~0 (2.35)

2
V€
EOZ 2 0 0

!Sir Edward Victor Appleton (1892-1965): English physicist, who was awarded in 1947 the Nobel
Prize for physics for his work on the physical properties of the upper atmosphere and for discovering the
Appleton layer.
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It follows immediately that the component along the z axis of the electric field is zero.
Replacing in equation (2.35) the eigenvalues of equations (2.28) we have the following

solutions of the equations (2.29 and 2.30):

Eor . Eog .
=4 and = —1 2.36
Ey, Ey, ( )

That is, the waves are right hand circular polarization (RHCP) and left hand circular
polarization (LHCP), an example is shown in figure 2.6. Then the electrical field vector

of the two waves can be written as:

o
IS

RHCP LHCP

FIGURE 2.6: On left an example of right hand circular polarization (RHCP) wave; on
right an example of left hand circular polarization (LHCP) wave.

E' = (2 —i)Ae™* and E" = (2 + i))Ce'0* (2.37)

Clearly E’ is a right circularly polarized wave and E” is a left circularly polarized wave.

The sum of these two waves can provides the composed wave:

E=E + E" = #(Ac™*0? + Ce*0%) + j(—iAe'o* 4 iCe*0?) (2.38)

To study the polarization of this wave, we consider the ratio of the components along
the axes —:
Ey
E, 1+ %e[i(%'—%)z}
l : 1 /
Ey 1— %e[l(ko —ki)z

(2.39)



Chapter 2. Atmospheric Radio-Wave Propagation 58

If the waves £’ and E” have the same module, then the constants A and C become
equal in magnitude. This is equivalent to say that the EN wave entering the plasma is

linearly polarized. This assumption is true if

‘fi‘:: 1 that is, f% = e'%0 (2.40)

Substituting the solution of 2.40 into equation 2.39, the solution is:

lE?'; = cot [%;kgz - io} (2.41)
The phase angle ¢ represents the initial direction (for z = 0) of the electric field, without
loss of generality can be put equal to zero. Since this relationship is real, the ratio
E,/E, at each point z is linearly polarized, but the angle of orientation of
its polarization plane (the plane containing E and E) depends on z. Then
components E,/F, wheel if z increases or decreases. In other words, the resulting wave
is subjected to Faraday rotation. The angle 7 of which the resulting vector E rotates

when the wave has traversed a unit distance is given by:

IR/
T:E%;@ (2.42)

The rotation is in the clockwise direction if & > k{j. With the help of the equations
2.29 and 2.30 7, supposing that wefs = 0 can be written:

lw w? w?
=2l — 1
2¢ w(w — wg) w(w + wy)

which reproduces the dependence of the Faraday rotation 7 with the frequency. We

(2.43)

observe that if a wave traveling parallel to Eo, it is subject to a Faraday rotation in a
clockwise direction (if k{, > k{); whether traveling antiparallel to By, it is subject to a
Faraday rotation in a counterclockwise direction (see figure 2.7). This is the reason why
GPS signal is circular polarized and it implies that the RHCP GPS signals can travel

with unchanged polarization for almost all values of h.

2.2.2 Simplified Refractive Index for GPS Signals

To evaluate the ionospheric effects on the characteristic wave/GPS signal as it travels

the ionosphere, we need the refractive index of the medium. The expression for the
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E) A
AP =
2 2
)
FiGure 2.7

refractive index in eq. 2.34 is fairly complex to evaluate, and is usually simplified.
For GPS frequencies, X is generally less than 2.7 x 107 and Y is less than 1.3 x
1073 (using an approximate maximum value for plasma frequency and typical value for
gyrofrequency of 20 and 1.5 MHz respectively [Klobuchar, 1996], and the L2 frequency,
1227.6 MHz). On rearranging eq. 2.34, then expanding it as a binomial series, discarding
terms smaller than 1 part in 1079 as suggested by [Brunner and Gu, 1991a], taking the
square root and again expanding and discarding, the following simplified expression for

the Appleton—Hartree equation is obtained:

ni:1—_1XiX|YCOSQ| _EXZ

2.44
2 2 8 ( )

Now, for the formula to be correct for the GPS RHCP polarization the lower sign must

be used when 0 < 0 < 7/2, and the upper sign when 7/2 < 0 < 7. Equation 2.44 is

then equivalent to:

n=1--X- """ -X? (2.45)
or equivalent to:

1A,N.  1A4,A)N.Bcos® 1AZNZ
2 f? 2 13 8 f4

n=1 (2.46)

___e
2mme

where A, = e and A,

T ArnZegme

In the above expanded and simplified equation for the refractive index of the ionosphere,
the term in f? becomes the first order term. On evaluation, replacing the constants, it
reduces to the more familiar 40.3N./f?. The second and third order refractive index

terms then arise from those in f2 and f* respectively.
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2.2.3 Refractive index of modulated GPS code

A signal, or modulated carrier wave, can be considered to result from the superposition
of a group of waves of different frequencies centered on the carrier frequency (fig.2.8. If
the medium is dispersive, the modulation of the signal will propagate with a different
speed from that of the carrier; this is called the group velocity. Corresponding to the
phase refractive index, n, we can define a group refractive index, ny. The equivalent
formula for the refractive index for the modulated code can be derived from the formula
2.46 :

AN, ApA N, B cosf AZN?2
ng(f) = n+f—f ;fz 2<;qugco>3<é 1}4> (2.47)

] Nx/\/\f\f\“/\,lﬂ\M“NH\H“M AMAAAAAAARAAAAA @
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A

j fN//HM(W\\\\HLWWMM\AMNHA @
NUVYVVVVTVUVVV UV UV VUV VUV VTV VYUY

s ot st IRLAAARY g+
VIV A im *

FIGURE 2.8: The two superimposed sine waves with slightly different frequencies (top
and center) move at the phase velocity, their envelope (bottom) moves at the group
velocity.
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2.2.4 Correction to GPS Signal from Ionospheric Refractive Index Ex-

pansion Terms

Integrating the effect of the refractive index of Eq. 2.45 along the curved path leads to

the following equation for the ionospheric effects on the carrier phase in units of length:

1A, [ Ndl  1A,A,[ NeBcos@dl, 1A2[ N2dL
(I)l_,’)‘i‘Nl/\l—* fz ng - - pf4
2 f S 2 f 8 f

(2.48)

where p is the gecometric range between the satellite and the recciver, A the wavelength
and dL denotes integrals along the path. In Eq. 2.48 and subsequently we denote Ny
to be the integer ambiguity. The subscript here refers to the GPS signal with frequency
f1 - An analogous formula holds for the GPS frequency f; . For the sake of simplicity,
equation 2.48 does not show corrections for non-dispersive errors, such as tropospheric
delay. Omnce the values for the constants in A4, and Ay are inserted, the effect on the

carrier phase becomes (with units of metres):
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40.3 NedL ~ 1.1284 x 10'? [ N.BcosfdL  812.0 [ N2dL
7 I3 R

d1 =p+ N1\ — (249)

and we can define the first, second and third order refractive index correction terms as:

40.3 [ N.dL 1.1284 x 10*2 [ N.B cos 8dL 12.0 [ N2dL
N 03[ o 84 x 10* [ cos ;13:_8 0f N; (2.50)

neE IE | f

These corrections are for the GPS L1 carrier phase. The appropriate expressions for 1.2
are formed by replacing f1 by f2 in Eq. 2.50. The first-order ionospheric error depends
on the electron density, the signal frequency and the path length, this effect can introduce
tens of meters to the signal path. The second-order ionospheric error is a function of both
the ionospheric electron content, the geomagnetic field and frequency. The third-order
ionospheric error is much smaller in magnitude than the previous two terms and has the
same independent variables of the first-order term. However, the second- and third-order
terms can add up to 15 mm of the path delay under high ionospheric conditions Fritsche
et al. (2005). To implement the corrections in a practical GPS analysis, approximations
of the integrals are usually performed to reduce computing time and avoid the need for

a profile of N, with height.

2.2.5 Ionospheric-free linear combination

The traditional approach to removing the effect of the ionosphere is the ‘ionosphere-free’

linear combination, often known as the LC or L3 combination:

1t
-1

f3

OrC =
B 213

P —

D, (2.51)

where ®; is the expression for the phase from Eq. 2.49, and again the units are meters.
While this combination cancels the first order term (assuming that | N.dL is identical
for both the L1 and L2 frequencies), the second and third order terms do not cancel
completely. The small (cm level) second- and third-order ionospheric effects are modeled
using global maps of total electronic content and the IGRF model of the magnetic field
[Petrie et al., 2010] Alternative linear combinations of the signals are often made for
other purposes [Hofmann-Wellenhof et al., 2001] and should not be confused with the

combination described above.
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2.3 EM waves in neutral atmosphere

After the signals of the GPS have passed through the ionosphere they also need to pass
through the neutral atmosphere (primarily the troposphere) before they are observed
at the surface of the Earth. For microwaves like GPS there is practically no frequency
dependence; thus it is impossible to remove the tropospheric delay with a multi-frequency
combination like it is in the ionospheric case. Thus the tropospheric delays need to be

corrected for by other means.

2.3.1 The refractive index in neutral atmosphere

For a neutral, non homogeneous medium and in absence of free charges, like the tropo-
sphere, the propagation of electromagnetic waves are described by Maxwell’s equations,

in the form:

- - 9B
VxE=-7 (2.52)
VxB= ua(f’)a—E (2.53)
ot
V- (e(PE) = (2.54)
V-B=0 (2.55)

where E and B are the electric field and magnetic field vectors, respectively, ¢(7) the
electric permittivity dependent by the position of the vector 7, p the constant magnetic
permeability. Assuming that the spatial variations in ¢ is small, the equations can be

combined into forming a wave equation for the electric field:

V2 4 woe(?)E — -V (1E - %(f’)) (2.56)
e(r)
The right-hand term of the equation 2.56 does not allow the exact solution of the equa-
tion that is not easy to solve because £ depends on r. In order to solve the wave equation
for inhomogeneous media, we must use the approximate methods. Suppose that the fre-
quency of the electromagnetic wave is high. In this case, the variations of the physical
properties of the medium occur on distance large compared to the wavelength. We can
say that locally the field propagates in a homogeneous medium. So at high frequencies,
such that |Ve,/\ < 1 (condition certainly reasonable for the GPS), we can represent

the electromagnetic field as:
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E(f? _ E‘O(F)ei(koL(?) and ﬁ(F) _ }‘I’O(r—*)ei(koL(F) (2.57)

where Eqo(7), Ho(7), L(7) are functions of position and frequency. The wave number for
vacuum (ko) is defined as kg = w/e, with ¢ = 1/,/po€0) is the speed of light in vacuum.

L(7) is a scalar function called optical path”, Eo(7) and Hy(7) are complex functions.

By inserting these equations into Maxwell’s equations (Eqs. 2.54-2.53), we get after

some calculations (Barbarino Cap 8)

V X Eo(7) + ikoV L(7) x Eo(F) = iwpoHo(7) (2.58)
V x Ho(7) + ikoV L(7) x Ho(F) = —iwe(F) Ey(7) (2.59)

assuming w (i.c. ko) sufficiently large (this is the case of microwaves), the first term in

the left hand of equations 2.58 and 2.59 can be neglected.

VL(7) x Eo(7) = pocHo(7) and  VL(7) x Hy(F) = —&(7F)cEo(7) (2.60)

Then, after some rearrangements, leading to:

(VL(A)* = e(Ppoc? (2.61)

and being n = cy/e(7)po:

(VL()? = n(ry? (2.62)

where VL comprises the components of the ray directions, L is the optical path length,
n is the refractive index of the medium, and 7 is the position vector. This equation is the
well-known as ”Eikonal equation”. The surfaces L(7)= constant are called geometrical
wave surfaces or the geometrical wave-fronts. The above mentioned Eikonal equation
is a partial differential equation of the first order for n(7) and it is possible to express
it in many alternative forms. In general, the Eikonal equation can be written in the
Hamiltonian canonical formalism as follows ([Born and Wolf, 1999]; [Cerveny, 2005];

[Nafisi et al., 2012a].
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H(r,VL) = ! (VL-VL)*? —n(x)*) =0 (2.63)
(6]
dr oA
v (2.64)
dVL  OH
== (2.65)
dL OH
o =VL o (2.66)

Here a is a scalar value related to the parameter of interest u (see Table 2.3). Equa-
tions (2.63)—(2.65) can be used for constructing a ray-tracing system for any specific

application by simply selecting a correct value for the scalar v [Nafisi et al., 2012a].

Paramecter of interest
du =dTl Travel time T along the ray
du = ds Arc-length s along the ray

o~ o|o

du=do = i—:g Natural variables along the ray

TABLE 2.3: Different cases of a parameter for Hamiltonian formalism

For a = 0, the parameter u represents travel time t along the ray. If & = 1, the parameter
u represents the arc-length s along the ray. In case of o = 2, the parameter u is equal

to dt/dn, which represents the natural variables along the ray [Cerveny, 2005].

Sclecting @ = 1 and solving the cquation Eq. (2.63), we can obtain the cquation to

calculate the optical path length L

L:ana»m (2.67)

The refractivity index n and the optical path length L can be calculated using Eq. (2.67).
Implementation of the above ray-tracing system can vary substantially, with different
degrees of complexity and accuracy. Examples of ray-tracing algorithms in atmospheric
studies are given by [Bean and Thayer, 1959], [Thayer, 1967], [Budden., 1985], [Davis,
1986], [Mendes, 1999], [Pany, 2002], [Béhm and Schuh, 2003], [Thessin, 2005], [Hulley
and Pavlis, 2007], [Hobiger et al., 2008], [Nievinski, 2009], [Wijaya, 2010], [Nafisi et al.,
2012a]. Several ray-tracing algorithms were compared by [Nafisi et al., 2012b]. Also
it is possible to express the Eikonal equation and the ray-tracing system in curvilinear

non-orthogonal coordinates systems. For details see [Cerveny et al., 1988].
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= ¥

FIGURE 2.9: Geometry of a 1D ray-tracing method, for a receiver located at P, and
the upper limit of the troposphere at Pj.

2.3.2 The refractivity

In the neutral atmosphere of the Earth n(7) is very close to one, thus it is more convenient

to use the so called refractivity. The refractivity N is related to the refractive index by

N=(n—1)-10° (2.68)

In general the refractivity is a complex number. It can be divided into three parts

N = No+ N'(v) —iN"(v) (2.69)

When the spatial and temporal variations of IV are small, the effect on the propagation of
electromagnetic waves caused by the real and the imaginary parts of the refractivity can
be considered separately. For the signals of space geodetic techniques traveling through
the atmosphere, this separation is a reasonable assumption since the wavelengths are
shorter than a few decimeters. The real part of the refractivity (No + N'(v)) causes
refraction and propagation delay of signals traveling through the atmosphere. It con-
sists of a frequency-independent (non-dispersive) part Ny and a frequency dependent
(dispersive) part N’(v) . The imaginary part of the refractivity, N”(v) , causes absorp-
tion. Since the observables of space geodetic techniques (e.g. GNSS, VLBI, and SLR)
typically are measurements of the travel time of the signals, the absorption is typically

not important since it does not affect the propagation delay. Of course, absorption will
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affect the delay measurements by increasing the noise; higher attenuation will cause the
signal-to-noise-ratio to be lower, and thus the accuracy of the measured delay will be
worse (in the worst case the signal cannot be detected). However, there is typically no
need for modeling this effect in the space geodetic data analysis. Thus, in the following
we will concentrate on the real part of the refractive index and the effects caused by
it. The real part of refractivity can be expressed as a function of the densities of the

different atmospheric gases and the temperature T ( [Debye, 1929])

N = z (Aitw)oi + Bi() ) (2.70)

where p; is the density of the i-th gas, and A; and B; are constants. The Bi% term
is caused by the permanent dipole moment of the molecules. Since water vapor is the
only major atmospheric gas having a permanent dipole moment, we can ignore this
term for all other gases. The relative concentrations of the dry atmospheric gases are
approximately constant (except carbon dioxide). Thus we can assume that p; = x;pq,
where x; is constant and pg is the density of dry air. This makes it possible to express the
refractivity as a function of pressure, temperature, and humidity ( [Essen and Froome,
1951))

N = 3" 4@+ Aw)pu + Bu) 2 + A(v)pr =
i (2.71)

_ kl(u)%fzf 4 kQ(u)%wz,;l ¥k (v) P

Where pp, is the density of liquid water. It is here assumed that the liquid water
droplets are small compared to the wavelength (< 1mm for microwave techniques), the
expression of Path Delays in the Neutral Atmosphere for larger droplets becomes more
complicated ( [Solheim et al., 1999]). However, normally the liquid water contribution
to the refractivity (k4(v)ppy) is neglected since it is small [Solheim et al., 1999]. The
variables Z; and Z,, are compressibility factors for dry air and water vapor, respectively.
These describe the deviation of the atmospheric constituents from an ideal gas. The

compressibility factor for the i-th constituent of air is given by

Zi = (pMi)/(p:RT) (2.72)

where M; is the molar mass (Table 2.1) and R is the universal gas constant. For an ideal

gas we have Z = 1. [Owens, 1967] obtained cxpressions for Z;l and Z !



Chapter 2. Atmospheric Radio-Wave Propagation 67

_ _ 0.52 , 4T —273,15
Z7 =1+pqg [57.97 1078 <1 + T) —9.4611-10 4T (2.73)
Z =1+ 1650&;[1 —0,01317(T — 273, 15)
T (2.74)
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FI1GURE 2.10: The compressibility factor behavior in function of temperature. A pres-
sure value of 1013,25 and 17 [hPa] for dry and wet compressibility factor respectively,
were fixed.
where pg and p,, are expressed in hPa and 7" in K. By using the equations 2.73 and 2.74,
figure 2.10 shows the inverse of compressibility factor behavior in function of tempera-
ture. A pressure value of 1013,25 and 17 [hPa] for dry and wet compressibility factor
respectively, were used. Figure 2.11 shows the total refractivity for frequencies between
0 and 100 GHz for the case when the total pressure is 1013hPa, the temperature is 300K,
and the relative humidity is 100 % (and for three different values of liquid water concen-
tration). The refractivity was calculated using the Millimeter-wave Propagation Model
(MPM) (|Liebe, 1985]; [Liebe, 1989]; [Liebe et al., 1993]). As can be seen, the variations
in the refractivity as function of frequency arc relatively small. The biggest variations
are in the range 50-70GHz, a region where several strong absorption lines exist for oxy-
gen. Below 40GHz the refractivity is more or less constant. There are small variations
around the 22.235GHz water vapor absorption line, however these can typically be ne-
glected. Since all space geodetic techniques that use microwaves operate at frequencies
well below 40GHz, we can consider the refractivity to be frequency independent for mi-
crowaves. Thus the phase (cppqse = co/n) and group velocities (cgroup = co/(nfOn/0f)
) in the troposphere will be equal. In figure 2.11 three different cases are shown corre-
sponding to different concentrations of liquid water: 0 g/m?3 0.05 g/m? (e.g. fog), and
1 g/m? (e.g. inside a cloud). The impact of liquid water on the refractivity is typically
neglected since it is relatively small, although the effect should be considered in order

to achieve highest accuracy in the presence of dense clouds. The difference between the
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FiGure 2.11: The total refractivity as a function of frequency. The total pressure

is 1013 hPa, the temperatre 300 K, and the relative humidity is 100% Three different

cases are shown corresponding to different concentrations of liquid water: 0, 0.05, and
1 g/m3.[Nilsson, 2013]

case with 1 g/m3 liquid water and the case with no liquid water is about 1.44 mm/km
for the frequencies below 10 GHz, and then it decreases slightly with frequency to about
1.35 mm/km at 100 GHz.

This agrees with the published values for k4 in the microwave range, which is generally
about 1.45 ( [Licbe ct al., 1993]; [Solhcim ct al., 1999]). By ignoring the liquid water

term and assuming that the refractivity is frequency independent, Eq 2.71 becomes

P pu
N = k‘l Z + ko 72 + k3— T2 Z,

(2.75)
Several different laboratory measurements have been performed in order to determine
the constants k1, k2, and k3 (e.g. [Bevis et al., 1994]), Thayer [Thayer, 1974], [Hill et al.,
1982]. Riieger ( [Riieger, 2002a] ; [Riieger, 2002b]) summarized and discussed many of
these investigations, and calculated the “best average” values for the constants. These
values are given in Table 2.4. The accuracy of ky is 0.015% and the accuracy of the water
vapor part of the refractivity is 0.15%. Strictly speaking the constant k; is dependent on
the relative concentrations of the different dry atmospheric gases. Thus if these change,
k1 will also change. Most dry atmospheric gases have stable concentrations. Of the
major gases only the concentration of carbon dioxide show a significant variation (it is
increasing with 1.5-2 ppm/yvear). Rileger ( [Riieger, 2002a] ; [Riieger, 2002b]) gives a

formula for calculating k1 for different carbon dioxide concentrations. In total the carbon
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dioxide makes ky about 0.03 % larger compared to a carbon dioxide free atmosphere.
The k1 value given by [Riieger, 2002a] [Riieger, 2002b]

ki1(K/hPa) | ko(K/hPa) | k3(K?/hPa)
375 ppm COs 77.6890 71.2952 375463
392 ppm COy 77.6900 71.2952 375463

TABLE 2.4: The “best average” values of the ky, ko, andks coefficients in Eq. 2.75, as
presented by ( [Rieger, 2002a];[Riieger, 2002b])

assumed a carbon dioxide concentration of 375 ppm (2004 level). Table 2.4 also shows
ki for a carbon dioxide concentration of 392 ppm (2012 level). The concentration of
carbon dioxide also shows an annual variation of about 5 ppm, meaning that k; will
have an annual variation of about 2.8 - 107% K/hPa. This variation is negligible for all

practical purposes. Using Eq. 2.72 it is possible to rewrite Eq. 2.75 as

R
N =l w];)Jr/f/pwz + kg %Zwl Nj + N, (2.76)
where kb = ko — k1%§ and:
R
Nj, = klM 0 (2.77)
p Pw
Ny = kh22 Z“, + k;;T—l;Z“F (2.78)

Ny, is called the hydrostatic refractivity and N,, the wet (or non-hydrostatic) refractivity.
The hydrostatic refractivity depends only on the total density of air, while the wet part
depends only on the partial pressure of water vapor and the temperaturce. Figure 2.12
shows examples of vertical profiles of Nj, and IV,,. While the hydrostatic part is larger
than the wet part, the wet refractivity is much more variable and difficult to model.
We will see in sec.2.3.4 that the effect of the hydrostatic refractivity on the propagation
of microwaves can be accurately estimated from just the surface pressure, while the
modeling of the wet part is more complicated. It should be noted that in the literature
sometimes a division of the refractivity into a dry and a wet part is used (e.g. [Perler
et al., 2011]). The dry refractivity will be the part caused only by the first term of
the righthand side of Eq. 2.75, while the other two terms are designated as the wet
part. It is important to remember that the wet refractivity obtained in this case is
not the same as the wet (i.e. non-hydrostatic) refractivity obtained when dividing the

refractivity into a hydrostatic and wet part (Eq. 2.78). The division into dry and wet
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FI1GURE 2.12: Examples of vertical profiles of the hydrostatic and wet refractivity. The
profiles are calulated using radiosonde data from Trapani, Italy.

parts makes sense in that it clearly separates the contributions from the dry gases and
water vapor (part of the hydrostatic refractivity is caused by water vapor). However,
there are practical advantages of using the division into hydrostatic and wet parts,
making it more commonly used. As shown in sec.2.3.4 the propagation delay caused by

the hydrostatic refractivity can easily be inferred from surface pressure measurements.

2.3.3 Definition of Path Delay in the Neutral Atmosphere

The electric path length L (propagation time divided by the speed of light in vacuum)
of a ray propagating along the path S through the atmosphere will be

L:/Sn(s)ds (2.79)

The electric path will be longer than the geometric length G of a straight line between
the endpoints of the path for two reasons (see figure 2.13). Firstly, the propagation
velocity is lower in the atmosphere than in vacuum. Secondly, the path S taken by the
ray is, according to Fermat’s principle, the path which minimizes L. The atmospheric

delay, AL, is defined as the excess electric path length caused by the atmosphere

AL:L—G:/Sn(s)dS—G:/S[n(s)—1]ds—/sds—G:10G/SN(s)ds—f—S—G
(2.80)

where S is the geometric length of the actual propagation path of the ray. By dividing
the refractivity into hydrostatic and wet parts using Eq. (2.76) we get
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FIGURE 2.13: Path taken by a signal through the atmosphere. The signal will take the
path with the shortest propagation time (S). Since the signal propagates slower in the
atmosphere than in vacuum, the gcometrical length of S will be larger than the straight

path G. [Nilsson, 2013]

AL = 10—6/ Ny (s)ds + 10—6/ Ny(s)ds +S —G=AL, + AL, +S -G (2.81)
S S

where ALy and AL, are called the hydrostatic and wet delay, respectively. Commonly,

the effect of bending, S — G, is by convention considered to be part of the hydrostatic

delay, i.e. the hydrostatic mapping function (see sec.2.4.1) includes the bending effect.

In space geodesy it is common to refer the slant delays to the delays in the zenith

direction (using mapping functions, see sec.2.4.1). The zenith hydrostatic delay AL}

and the zenith wet delay ALj are given by

AL = 10_6/ Np(s)ds

ho

AL = 106/ Ny (s)ds
h,

0

where hg is the altitude of the site.

2.3.4 Hydrostatic Delay

From Eqs. (2.77) and (2.82) we see that the

(2.82)

(2.83)

only depends on the total density and not on the mixing ratio of wet and dry parts.

Following [Davis ct al., 1985], the hydrostatic delay can be determined starting from the

hydrostatic equation
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dp _

5, = P)g(z) (2.84)

where g (z) is the gravity along the vertical coordinate z, and integration of Eq. (2.84)

yields the pressure pg at the height hg
po= [ P9 =gy [ o) (2.85)
ho hO

Instead of the height-dependent gravity g (z) , we introduce the mean effective gravity
Geff

Sy P(2)g(2)dz

Jeff = f;f; o(2)ds (2.86)

and the inversion yields the height h.s; which is the height of the center of mass of the

atmosphere above the site and can be determined with

S p(2)2dz

herr = (2.87)
ot f;: p(2)dz
[Saastamoinen, 1972b] used the approximation for the effective height
hefy = (0.9hg 4 7300) & 400[m)] (2.88)

which holds for all latitudes and all seasons. By combining 2.77 and 2.82 is thus possible

to determine the the zenith hydrostatic delay from the pressure pg at the Earth surface.

Rpo

AL; =10 %
& " Magess

(2.89)

We follow [Saastamoinen, 1972b] and [Davis ct al., 1985] to find the appropriate cocfhi-
cients in Eq. (2.89). At first, the gravity g.ss at the effective height hefr is determined
with

Gesf = 9-8062[1 — 0.00265¢0s(20) — 0.31 - 10 Chey ] (2.90)

which combined with Eq. (2.88) can be written as
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Geff = 9m - f(@, hO) (291)

with g, = 9.7840 and

£(0,ho) = [1 — 0.00266¢05(26) — 0.28 - 10 SRy (2.92)

where 6 and hg are latitude and orthometric (or ellipsoidal) height of the station. Thus,

the zenith hydrostatic delay is

Rpo

AL? =107 6k —————
h Y Mygm £ (6, ho)

(2.93)

and after substitution of all values we get for the zenith hydrostatic delay in meters

Po

AL7 = 0.0022768
& f(ev hO)

(2.94)

where pg is in hPa. The molar masses My and M,, are constant up to heights of about
100 km ([Davis, 1986]), which is essential for all troposphere delay models. The errors
in the zenith hydrostatic delays are mainly caused by errors in k1 and in the surface
pressure measurements. Assuming meteorological conditions at medium latitudes the
zenith hydrostatic delay is about 2.3 m at sea level. An error in the surface pressure
of 1 hPa causes an error of about 2.3 mm. In order to reach an accuracy of 0.1 mm,
the pressure has to be measured with an accuracy of 0.05 hPa. The error due to the
assumption of hydrostatic equilibrium depends on the wind and is about 0.01 % (0.2
mm path delay). Under severe weather conditions vertical accelerations can reach 1% of
the gravity acceleration, which can cause errors in the zenith hydrostatic delays of about
20 mm ([Davis et al., 1985]). Usually for geodetic purposes, there are three possibilities
to obtain pressure values at the stations: local pressure recordings at the sites, pres-
sure values from numerical global weather models, or empirical models for the pressure
([Bohm et al., 2009a]).

Unfortunately, local pressure measurements are usually not available, in particular at
GNSS stations. Thus, to get consistent values of a priori zenith hydrostatic delays for
global GNSS networks it is preferable to take these values from numerical weather mod-
els. For example, the Department of Geodesy and Geoinformation (GEQO) at the Vienna
University of Technology provides zenith hydrostatic delays calculated from European
Centre for Medium-Range Weather Forecasts data (ECMWF'). These are provided on
global grids (2.5° x 2.0°) and with a temporal resolution of 6 h starting in 1994 ([Bohm
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et al., 2009a]). For scientific purposes also forecast values are made available so that
they can be used for real-time applications without significant loss of accuracy ([Béhm

et al., 2009b]). Empirical models are then proposed, for instance by [Hopfield, 1969]

Mgg

Tk—ah>lw
k

p=1013.25 ( (2.95)
where h represents the altitude above sea level, T;, = 293.15K is the atmospheric tem-
perature at sea level, &« = 6.5K/km is the normal lapse rate of temperature with el-
evation , gravity g at the surface of the Earth (9.7867m/s?), the gas constant R =
8.31447.J//mol K and the molar mass of dry air My = 0.0289644kg/mol). for dry air.

More sophisticated empirical models are UNB3m ([Leandro et al., 2006]) or Global Pres-
surc and Temperature (GPT; [Bohm ct al., 2007]). UNB3m is based on metcorological
parameters (pressure, temperature, humidity, temperature lapse rate, and water vapor
pressure height factor) at five latitude bands which are symmetric with respect to the
equator (similar to the Niell Mapping Functions ([Niell, 2006])). Input parameters for
GPT are station latitude, longitude, height and the day of the year, which is similar to
the Global Mapping Functions (GMF; [Bohm et al., 2006a]) as both, GPT and GMF,

are based on spherical harmonics up to degree and order 9 2.5.

Pressure Local recordings | Grid values GPT
Availability At sites All (interp.) All

Time span Per observ. Since 1994 Unlimited

Spatial resolution Per site (2.5° x 2.0°) | Spherical harmonics (9/9)
Time resolution Per observ. 6h Annual

TABLE 2.5: Availability of pressure values from local recordings at the sites, from

numerical weather models (e.g. the hydrostatic zenith delays from ECMWF data as

provided by the Vienna University of Technology), and from the empirical model GPT
[Nilsson, 2013]

Empirical models like GPT are always available for all time epochs, but the spatial res-
olution is limited as it is represented by spherical harmonics up to degree and order 9 (
~ 20° in latitude/longitude), respectively. The model only includes an annual variation
with the zero phase set to 28 January, so it cannot capture short-term and sub-annual
weather phenomena. The error in estimating the pressure will result in an error in the
position, especially the vertical component, estimated with a space geodetic technique.
In Sect.2.4.1 a rule of thumb relating the error in the delay to the error in the vertical
coordinate is presented, from this we find that 3 hPa (7 mm zenith delay error) cor-
respond to 1 mm station height difference [Nilsson, 2013]. GPT only accounts for an
annual variation of the pressure with rather small amplitudes compared to the other

(e.g. weekly) variations of the pressure. Thus, the standard deviations of the differences
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FIGURE 2.14: Simulated station height standard deviations in mm for GPT with
respect to the pressure values provided by the ECMWF (based on 36 epochs in 2005
for a 2° latitude times 2.5° longitude grid (modified from [Béhm ct al., 2009h])

to the grid values from the ECMWF are almost the same for the GPT model. In fig.
2.14 the simulated station height standard deviations are plotted for the case of using
GPT compared pressure values from the ECMWEF. There is an increase of the standard
deviations towards higher latitudes (with maximum values at around +60° latitude),
which is due to the larger pressure variations in these regions compared to equatorial

regions [Bohm et al., 2009a].

2.3.5 Wet Delay

From cquations (2.83) and (2.78) the zenith wet delay is

ALZ =107° U ( gp—wZ;l) dz+/
h T h

0

o0

(kg%Z;1> dz] (2.96)

0

The first term in Eq. (2.96) is about 1.6 % of the second term. The derivation of a
model to account for the zenith wet delay (ALZ) is by far more challenging than the
one for the hydrostatic delay. This is due to high spatial and temporal variability and
unpredictability of the amount of water vapor. Thus, the temperature and the water
vapor content at the Earth surface are not representative for the air masses above. This
is the reason why numerous models have been developed over the past few decades for
the wet delay, while preserving Saastamoinen’s model (with slight modifications) for
determining the hydrostatic delay. The zenith wet delay varies between a few mm at
the poles and about 40 cm above the equatorial regions. In order to keep millimeter
accuracy in space geodetic techniques, the (ALZ) is nowadays estimated as an additional
parameter within the data analysis. Nevertheless, some models are listed below and

can be used as an initial value in the data analysis or for applications not requiring
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high accuracy. [Saastamoinen, 1972a.,b]proposes the calculation of the zenith wet delay

(ALZ) based on ideal gas laws using a simple relation

ALZ, = 0.0022768(1255 + 0.05T0)% (2.97)

w
0
where p,, is the water vapor pressure and 7y is the temperature at the surface. Likewise

to the hydrostatic delay, [Hopfield, 1969] proposes an expression for (ALZ) as follows

AL = @Nw(ho)hw (2.98)
5

with Ny (ho) the refractivity of wet air at the surface (located at height hg) and a
mean value h,, = 11000 m for the height of the troposphere up to which water vapor
exists.[Ifadis, 1986] proposes to model the zenith wet delay as a function of surface
pressure, partial water vapor pressure and temperature.[Mendes and Langley, 1998]
derived a linear relation between AL? and partial water vapor pressure. Some other
models are being described by [Mendes, 1999]. An approximate relation between water

vapor pressure and delay reads

0.217pw

ALZ ~ T

(2.99)
Assuming an isothermal atmosphere with exponential decrease of water vapor pressure
Pw, and assuming that water vapor exists until a height of 2 km, we get an approximation

for the wet delay as a function of water vapor pressure at the Earth’s surface pg

T48pwo

AL ~

(2.100)

An even simpler way is a rule of thumb that suggests that the wet zenith delay in cm

equals the water vapor pressure in hPa at the Earth’s surface

ALZ [em] = puolhPal (2.101)

In any case, information of water vapor pressure and/or temperature at the surface
has to be known. If no surface meteorological observation is available, we can use the
simple model of the standard atmosphere where p,, can be calculated as a function of

the relative humidity f , i.e.
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S

_ _J (—37.2465+0.2131667'—0.00025690872) (2.102)
100 '

Pw 6(

2.3.5.1 Conversion of Zenith Wet Delays to Precipitable Water
The zenith wet delay can be related to the amount of integrated water vapor above the

station. Following Eq. (2.96) and using the expression for integrated mean temperature
T ([Bevis et al., 1992])

_ Js(52a)ds  Jug (£20")dz

Thm = — ~ — (2.103)
T s (@ Zds oy (727 d
we can write
ALy =10 [k + 22| [ £7-144 (2.104)
w 2 Tm s T w -
Applying the ideal gas laws, Eq. 2.104 can be reformulated as
. ks | R
ALy, =107°% |k + == / d 2.105
w |: 2 + T"’]'L] Mw Spw S ( )

To be able to calculate the mean temperature T, the vertical profiles of the water
vapor and temperature have to be known. Such data can be obtained from radiosonde
measurements or calculated (and predicted) from operational meteorological models
([Wang ct al., 2005]). In abscnce of this data, the cmpirically derived model by c.g.
[Bevis et al., 1992] and [Emardson and Derks, 2000] can be used. The determination
of the mean temperature Tm from Eq. (2.103) is based on the weighting with water
vapor pressure in the atmosphere. Since water vapor is mainly located near the Earth
surface the mean temperature T}, will be highly correlated with the temperature at the
Earth surface Tp. Using 8718 profiles of radiosonde launches at 13 stations in the United
States between 27 and 65 ° northern latitude, between 0 and 1600 m height, and over a
time span of 2 years [Bevis et al., 1992] found

Ty ~ 70.2 + 0.72T5 (2.106)

with a standard deviation of + 4.74 K. It is clear from Eq. (2.105) that the wet delay
is proportional to the integrated water vapor content IWV (IWV = fooo pwdz). Since

IWYV is a variable that can be easily obtained from numerical weather prediction models
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or measured by other techniques, it is of great interest to have a simple expression for
calculating the wet delay from IWYV, and vice versa. Thus we define the proportionality

constant [] such that

mv =T[ArL (2.107)

where AL? is the wet tropospheric delay in the zenith direction. By comparing Egs.
(2.105) and (2.107), we find that [] can be related to Ty, by

108 M,
=% 2.108

The integrated water vapor in zenith direction can also be provided as precipitable water

(PW) which corresponds to the height of the equivalent water column above the station

_ wv
Pw, fl

PW

(2.109)

where py, ; is the density of liquid water in kg/ m3. With a dimensionless quantity x we
can relate the AL and PW

PW = kALZ, (2.110)
with s defined as
po 1L (2.111)
Pw, fl

The precipitable water is roughly 0.16 of ALZ. This value can vary by more than 15 %,
mainly as a function of latitude and season ([Fdlsche, 1999]). Errors in the factor [ ] are
mainly caused by errors in 75, and the constants in Eq. (2.108). According to [Fdlsche,
1999] the influence of errors in the mean temperature is at least one order of magnitude
larger than errors in the constants. It is shown in the following how accurate 7}, has to
be determined to get the amount of water vapor with a certain accuracy. The partial

derivative of [ with respect to the mean temperature yields

oTT = 10°M, ks
- 2
OTn R [k'2+ %ﬂ T2

(2.112)
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This means that [] is changed by about 20 kg/m? if T}, (= 270 K ) is changed by 4 K.
Assuming a zenith wet delay of 200 mm this corresponds to an error in the precipitable
water of about 4 mm. Requirements for better accuracies of PW (1 mm or better)
indicate that the real weather data should be used to derive the mean temperature

instead of approximations such as provided in Eq. (2.106).

2.4 Modeling Delays in the Neutral Atmosphere

Basically, there are two ways to handle the atmospheric delays when analyzing space
geodetic data; either external measurements of the atmospheric delays are used to cor-
rect the measurements, or the atmospheric delays are parameterized and estimated in
the data analysis. As seen in Sect.2.3.4 the hydrostatic delay can be accurately deter-
mined from surface pressure measurements. However, the wet delay cannot be estimated
accurately from meteorological measurements at the surface. Thus it is common when
analyzing GPS data to use surface pressure measurements to model the hydrostatic delay,
while the wet delay is estimated in the data analysis. In the data analysis the tropo-
spheric delays are modeled using mapping functions and gradients (see Sect. 2.4.1). An
alternative strategy is to use external estimates of the hydrostatic and wet delays. Such
cstimates could for cxample be obtained from ray-tracing though numecrical weather
models (Sect.2.3), a technique also commonly applied for deriving expression for the

tropospheric mapping functions.

2.4.1 Mapping Functions and Gradients

In the analysis of space geodetic data the troposphere path delay AL(e) at the elevation
angle e is usually represented as the product of the zenith delay AL* and an elevation-

dependent mapping function mf(e) with

AL(e) = AL* -mf(e) (2.113)

This concept is not only used to determine a priori slant delays for the observations, but
the mapping function is also the partial derivative to estimate residual zenith delays.
Typically, the zenith delay is estimated with a temporal resolution of 20-60 min in GPS
analysis. In the analysis of space geodetic observations the zenith delays are estimated,

together with other parameters like the station clocks and the stations heights (fig.2.15).

The partial derivatives of the observed delays with respect to the station heights are

dependent on the elevation angle only, but whereas the partial derivatives with respect
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The refractive index in neutral atmosphere

FIGuRre 2.15: Different clevation-dependence of the tropospheric delays (red), clock

values (green), and height components (blue). Whereas the partial derivatives for the

estimation of clocks and height components are strictly 1 and sin(e) , respectively, the

partial derivative for the estimation of the zenith delay is the mapping function which

is approximatcly 1/sin(e) , but is not perfectly known (modified from [Rothacher et al.,
1998])

to the clocks (=1) and the station heights (=sin(e) ) are exactly known, the partial
derivatives for the zenith delays (i.e. the mapping functions) are only known with a
limited accuracy. Consequently, due to the correlations between zenith delays, station
heights, and clocks, any imperfection of the mapping function will also result in errors
in the station height estimates (and clock errors). Considering Eq. (2.113) we find the
following relationship: if the mapping function is in error (too large), then the estimated
zenith delay AL? is too small, because the observed tropospheric delay AL(e) does not
change. Consequently, the estimated station height goes up. [Niell, 2001] set up a rule
of thumb specifying that the error in the station height is approximately one third of
the delay error at a cutoff elevation angle of 7°.The corresponding decrease of the zenith

delay is about one half of the station height increase.

2.4.1.1 Azimuthal Symmetry: Mapping Functions

Assuming azimuthal symmetry of the neutral atmosphere around the station (i.e. at a
constant elevation angle the delay is not dependent on the azimuth angle of the obser-

vation), the approach as described in Eq. (2.114) is used (e.g. [Davis et al., 1985])

AL(e) = AL} - mfr(e) + ALZ, - mfy(e) (2.114)

AL(e) is the total path delay of the microwaves in the neutral atmosphere and e is
the elevation angle of the observation to the satellite (vacuum or geometric elevation
angle). AL} and ALZ are the a priori zenith hydrostatic and the estimated wet delays,

and mfy(e) and mfy,(e) are the so-called mapping functions which provide the ratio
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of the delay to the delay in zenith direction. The input to both mapping functions
is the vacuum elevation angle e, because the bending effect is accounted for by the
hydrostatic mapping function. Errors in the zenith hydrostatic delays or the mapping
functions have an influence on station height errors as described with the rules of thumb
by [Davis et al., 1985] or mentioned above. The following two examples illustrate this
rule of thumb, which depends on the actual distribution of elevation angles and on
whether elevation angle-dependent weighting is used. The zenith hydrostatic and wet
delays shall be 2000 and 200 mm, respectively, the minimum elevation angle is 5°, and
the corresponding values for the true hydrostatic and wet mapping functions are 10.15
(mfr(5°) ) and 10.75 (mf,(5°) ) [Bohm et al., 2006b].

e We assume an error in the total pressure at the station of 410 hPa, e.g. when
using the “mean” pressure from GPT during a time of low pressure. +10 hPa
correspond to & +20 mm zenith hydrostatic delay [Saastamoinen, 1972b], which
is then mapped down to 5° elevation angle using the wrong mapping function
(wet instead of hydrostatic, factor -0.6 = 10.15-10.75). At 5° elevation angle the
mapping function error is - 12 mm, and one fifth of it, i.e. - 2.4 mm, would be
the resulting station height error. This results in a kind of atmosphere loading
correction (see Part 4, [Wijaya, 2010]), because during a pressure low the station

heights go up [Tregoning and Herring, 2006].

e We consider an error in the wet mapping function of 0.1 (m f,(5°) =10.85 instead
of 10.75) or in the hydrostatic mapping function of 0.01 (mf(5°)mfh ) =10.16
instead of 10.15). The error at 5° elevation angle is in both cases 20 mm, i.e. the

resulting error in the station height would be approximately 4+4 mm.

The scale height of the wet part in the troposphere is about 2 km, whereas the scale
height of the hydrostatic part is about 8 km (cf. fig.2.16). The mapping functions
describe the ratio (AB)/(ByB) (wet) and (AC)/(CoC) (hydrostatic). Due to the curva-
ture of the Farth and the smaller scale height of the wet part, the hydrostatic mapping
function is smaller than the wet mapping function. Exceptions are mapping functions
for observations at very low elevation angles where the geometric bending effect, which
is attributed to the hydrostatic mapping function, is increasing considerably. Thus,
the mapping functions are a measure for the thickness of the atmosphere compared to
the Earth radius [Niell, 2001]. If the thickness of the atmosphere gets smaller, it ap-
pears to be flatter, and the mapping function approaches 1/sin(e). Assuming a flat
and evenly stratified atmosphere the mapping function is 1/sin(e). For higher eleva-
tion angles (> 20° elevation) these mapping functions are sufficiently accurate. [Marini,

1972] showed that the dependence on the elevation angle of the mapping functions for
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FIGURE 2.16: The scale height of the wet part of the troposphere is about 2 km, the

scale height of the hydrostatic part is about 8 km. The mapping functions describe the

ratio of the paths (AB)/(BoB) (wet) and (AC)/(CoC') (hydrostatic). The wet mapping
function is larger than the hydrostatic mapping function

any horizontally stratified atmosphere can be described with continued fractions, when
a, b, ¢, etc. are constants (Eq. 2.115). For verification [Marini, 1972] used standard

atmosphere data but no real weather data.

_ 2.115
mf(e) Sln(e) + sin(e)+ . b ( )

sin(e)ﬁ’ﬁ

This concept was first used in a model for the refraction of the hydrostatic atmosphere
[Marini and Murray, 1973] which has then been applied in the analysis of geodetic and
astrometric VLBI observations for a long time. The zenith delay corresponds to that
by [Saastamoinen, 1972b|, and the mapping functions are represented by a continued
fraction form with two coefficients a and b. The first mapping functions for space
geodetic applications with different coeflicients for the hydrostatic and wet parts were
published by [Chao, 1974] who replaced the second sin(e) by tan(e) to get unity in zenith
direction. [Davis et al., 1985] developed the mapping function CfA2.2 for the hydrostatic
delays down to 5° elevation; it is based on the approach by [Chao, 1974] but extended by
an additional constant c. Based on ray-tracing through various standard atmospheres
with elevation angles between 5 and 90°, the coefficients a, b, and ¢ were determined as
functions of pressure, water vapor pressure, and temperature at the Earth surface, and
from vertical temperature gradients and the height of the troposphere. [Herring, 1992]
developed coefficients for the mapping function MTT (MIT Temperature) as functions
of latitude, height, and the temperature at the site. Unlike [Davis et al., 1985] he did
not use standard atmospheres but radiosonde data. The MTT mapping functions are

based on a slightly changed continued fraction form which is widely accepted nowadays



Chapter 2. Atmospheric Radio-Wave Propagation 83

fe) > (2.116)
mifie) = — .
Sln(e) + m

The factor in the denominator ensures that the mapping function is equal to one in the
zenith direction. The strong dependence of the MTT mapping function [Herring, 1992]
on surface temperature induced [Niell, 1996] to develop the New Mapping Functions
(NMF, now often called Niell Mapping Functions). The NMF do not use meteorological
parameters at the sites, but only the day of the year (doy), station latitude, and station
height as input parameters. Thus, they can be easily applied at stations without meteo-
rological sensors, which often is the case for GNSS stations. [Niell, 1996] used standard
atmosphere data at various latitudes to determine hydrostatic and wet mapping func-
tions down to 3° elevation. Similar to [Davis et al., 1985] and [Herring, 1992], he used
ray-tracing methods to determine the coefficients a, b, and ¢ of the continued fraction
form in Eq. (2.116). NMF is based on sine functions to describe the temporal variation of
the coefficients. The period is 365.25 days and the maximum/minimum is set to January
28 (doy 28). There is also a height correction for the hydrostatic NMF (NMFh) which
describes that mapping functions increase with increasing height, i.e. the atmosphere
above the site becomes flatter. [Niell, 2000] was the first to determine mapping functions
from numerical weather models which are often available with a time resolution of 6 h.
However, some practical and conceptual limitations in the computation of the NMF in-
duced [Bohm and Schuh, 2004] to develop the Vienna Mapping Functions (VMF). The
VMF1 are valid (tuned) for elevation angles above 3°, and the largest deviations from
ray-traces at other elevations show up at about 5° elevation angle. The Vienna Mapping
Function 1 is realized as discrete time series (resolution 6h) of coefficients a, either on
a global grid or at certain geodetic sites (see http://ggosatm.hg.tuwien.ac.at/). Mind
that with the gridded version of the VMF1, the height correction of [Nicll, 1996] has
to be applied. [Niell, 2006] compared the mapping functions VMF1, IMF, GMF, and
NMEF with mapping functions derived from ray-tracing of radiosonde data in 1992, which
were assumed to be the most accurate reference possible. The standard deviation was
converted to station height scatter with the rule of thumb by [Niell, 2001] (one third of
the delay at 7° elevation angle). The best agreement was found for the VMF1, both for
the hydrostatic and the wet mapping function. All hydrostatic mapping functions show
the lowest scatter at the equator, because there are only small pressure and temperature
variations. The scatter increases with station latitude. The situation is different for the
wet mapping functions where the scatter is largest at the equator. This is due to the
fact that the zenith wet delays are largest over the equator (up to 40 cm). At the poles,

there is hardly any humidity; thus, errors in the wet mapping functions are not critical
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FIGURE 2.17: The refractivity in the vicinity of the vertical profile above the site can
be determined with the linear horizontal gradients of refractivity &

for the estimation of station heights (and zenith wet delays). Again, the performance of
the wet VMF'1 is best.

2.4.1.2 Azimuthal Asymmetry: Gradients

Mapping functions as described above allow for the modeling of path delays under the
assumption of azimuthal symmetry of the neutral atmosphere around the station. Con-
sequently, vertical refractivity profiles above the sites are sufficient to determine the
path delays at arbitrary elevation angles or the mapping functions, respectively, because
the refractivity is always taken from the vertical profile as it is the case for the VMF1.
However, due to certain climatic and weather phenomena path delays will not be con-
stant at varying azimuths. For example, at sites at northern latitudes the path delay
towards south will be systematically larger than towards north, because the height of
the troposphere above the equator is larger than above the poles. In the following the
derivation of linear horizontal gradients is shown following [Davis et al., 1993a|. The

Taylor scrics up to degree one for the refractivity at a station is (fig.2.17)

N(x,z) = No(z) +&(z) - x (2.117)
1) ON(x, z)
&i(2) D |, (2.118)

No(z) is the refractivity above the site, x is the horizontal position vector (origin is
placed at the site), and £(z) is the linear horizontal gradient vector of refractivity at
height z. The index i refers to the i-th component of x: 1 towards north and 2 towards

east. The path delay (hydrostatic or wet) at an arbitrary direction can be found by
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integration of Eq. (2.117) along the path s. If expressed with elevation angle e and

azimuth angle a, we get

A(a,e) =107 /OOO N(s)ds = 107° /OOO No(z)ds + 1076 /0:>o £(2) - xds (2.119)
A(a,e) = ALg(e) +107° /90 &(2) - xds (2.120)
0

where ALy is the delay without gradients. In Eq. (2.120) the difference between the
paths with and without gradients has been neglected. [Davis et al., 1993a] state that
this difference is as large as 1 mm for N = 300, ON/0x; = 1km !, and e = 20°. If the

concept of an azimuth-dependent mapping function is used, Eq. (2.120) can be written

A(a,e) = AL* -mf(a,e) (2.121)
with
mf(a,e) =mfole) + dmf(a,e) = mfy(e) + 10—6 /000 ((2) - xds (2.122)
where
C(z) = i(? (2.123)

and mfy and AL* are the mapping function and the path delay in zenith direction for
the symmetric casc. Thus, the gradients cause a change in the mapping function which

can be described by an additional term omf . With

x(a,e) = z - cot(€')(cos(a) h + sin(a) &) (2.124)

ds ~ dz-mfoy(e) (2.125)

and normalized gradients of refractivity

((2) =Cu-A+( -8 (2.126)
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and when fi and é refer to the unit vectors in north and east direction and e’ is the
refracted elevation angle (which only differs from the geometric elevation angle at low

elevations), we get

5a, e) ~ 10~%m fo(e) cot (e) (cos(a) /0 () - d + sin(a) / T () dz)

0
(2.127)
and
dmf(a,e) = mfo(e) + cot(e')[Z, cos(a) + Z. sin(a)] (2.128)
when
Z = 10—6/0 z-((z)dz (2.129)

Equation (2.127) shows that the elevation-dependence of the azimuth-dependent map-
ping function dm f(a, e) consists of two parts: the dependence on mfjy and on the factor
cot(e') . As already mentioned the mapping functions are dependent on the geometric
elevation angle e, whereas the cotangent depends on the refracted elevation angle e,

because close to the site this angle determines the refraction. It holds that

¢ =e + de(e) (2.130)

where de can be described with [Davis et al., 1993a]

de ~= 1078V, cot(e) (2.131)
Ng is the refractivity at the Earth surface, and for Ng = 300, e = 5° we get de ~ 0.2°.

Since de is small, cot(e’) can be expanded into a series, and we get for the deviation

from the symmetric mapping function

5(a, e) = mfo(e) cot(e)[1 — 1076 Ny esc?(e)][(Zy, cos(a) + Zesin(a)] (2.132)

With the delay gradients (or just gradients) G
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G =7 AL” (2.133)

we get for the path delay

A(a,e) = ALg(e) +mfe) cot(e)[1 — 107 %N, csc?(e))[(Gr cos(a) + Gesin(a)]  (2.134)

The equations above can be used to determine gradients by integrating over the hori-

zontal gradients of refractivity along the site vertical [Bohm et al., 2007]

G,=10"°¢ / £azdz (2.135)
0

where a denotes the azimuth direction (c.g. F or N). It is important to cstimate
gradients in the analysis of space geodetic observations, in particular when observing at
low elevation angles. On the other hand, there is no need to apply a priori gradients if

no constraints are applied on the estimation of gradients.

2.5 Applications of space geodetic techniques for atmo-

spheric studies

As discussed earlier, it is important to have a good model of the delay in the neutral
atmosphere in order to obtain the highest accuracy in the space geodetic results (e.g.
station positions). Since external estimates of the wet delay with high enough accuracy
are typically not available (at least for microwave techniques), the common way of
handling the wet delay in the data analysis is to estimate it, i.e. by modeling it using
mapping functions and gradients as described in Sect.2.4.1. Thus the results of the
data analysis will also contain information about the tropospheric delay, which is closely
related to the IWV (see Sect.2.3.5.1). Several studies investigated the accuracy of the
zenith wet delays and IWV estimated from VLBI and GNSS (e.g. [Herring et al.,
1990], [Bevis et al., 1992]), and these show that it is on the same level or better then
that of other techniques. Thus there exists a large interest in applying space geodetic
techniques, especially GNSS, for atmospheric studies. For example, zenith wet delays
can be used to study climate trends (Sect. 2.5.1), or assimilated into numerical weather

prediction models to improve weather forecasts (Sect.2.5.2 ). With wet delays estimated
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from a local GNSS network one can even attempt to estimate the 3D structure of the

atmospheric water vapor by applying tomographic methods (Sect.).

2.5.1 Long-Term Water Vapor Trends

Since the zenith wet delay is closely related to the integrated water vapor content (see
Sect.2.3.5.1), we can analyze AL estimated from space geodetic techniques to study the
variations of the atmospheric water vapor content in time. For example, it is possible to
study diurnal and scasonal variations as well as long term trends in the water vapor con-
tent. Such information is of great interest in climatology since the water vapor content
is closely related to the temperature. Climate models typically predict that the average
relative humidity remains constant as the temperature changes [Trenberth et al., 2003].
Since the saturation water vapor pressure depends approximately exponentially on the
temperature, this means that a a change in the temperature will cause a corresponding
change in the water vapor content. It is predicted that an increase in temperature of
1 K will increase the water vapor content by 6-7 % [Trenberth et al., 2003]. It is im-
portant to monitor the water vapor content since water vapor is a greenhouse gas, in
fact the most important one. Additionally, higher water vapor content can also indicate
an intensified hydrological cycle, including increased precipitation. Several studies have
calculated long-term trends in ALZ (or IWV) estimated from GNSS and VLBI, e.g.
[Gradinarsky et al., 2002]; [Ning and Elgered., 2012].

2.5.2 GNSS Meteorology

Water vapor is a very important parameter in meteorology and in order to get accurate
weather forecasts it is very important to have accurate measurements of the water vapor
content. The water vapor content indeed is highly variable in both space and time,
and traditional instruments (e.g. radiosondes) do not pro-vide the water vapor content
with high cnough spatial and temporal resolution. With the establishment of relative
dense GNSS networks the meteorological community has started to be interested in
assimilating zenith total delays or zenith wet delays estimated from these GNSS networks
in the numerical weather prediction models [Poli et al., 2007]. Several investigations of
assimilating GNSS tropospheric delays in numerical weather prediction models have been
performed. For example, in Europe this has been investigated in the projects COST-
716 [Elgered et al., 2005]. It has been shown that the quality of the forecasts improve
if GNSS data are assimilated, especially in cases of high precipitation [Karabatic et al.,
2011].
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2.5.3 GNSS Tropospheric Tomography

Tomography is a method which can be used to estimate the 2D or 3D structure of a
quantity from measurements of the integral of the quantity along different paths. It is a
method commonly used in medicine, seismology, material science, and a number of other
fields. Tomography can also be applied to atmospheric delay measurements in order to
reconstruct the 3D structure of the wet (or total) refractivity. This requires that the slant
wet delays are measured by several stations in a local (inter-station distance maximum
a few km) network. The only space geodetic technique for which such dense networks
are available is GNSS. A picture of a GNSS tomography scenario is shown in fig.2.18. In
order to estimate the wet refractivity field from the observed wet delays, the atmosphere
above the GNSS network is parameterized. The most commonly used parameterization
is voxels, although other parameterizations are also possible [Perler et al., 2011]. Voxel
parameterization means that the atmosphere is divided into a number of boxes (called
voxels, volume pixels) in which the refractivity is assumed constant. Thus the wet
tropospheric delays along the rays of the observed GNSS signals can be described by a

linear combination of the voxel refractivities

FIGURE 2.18: A picture of a GNSS tomography scenario [Nilsson, 2013]

Nuvoxr

7j=1

d; is the wet tropospheric delay along the i-th ray, n,.; is the number of voxels, m; is the
refractivity of the j-th voxel, and A4;; is the distance traveled by ray 4 in voxel j. Since
the station and satellite coordinates are normally known, A;; can be calculated. Having
observations of the tropospheric delays along several different rays, a linear system of

equations is obtained

d=Am (2.137)
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d and m are vectors containing the wet delays and the refractivities, respectively, and
A is a matrix containing the A;; values. By inverting the system, the voxel refractivities
are estimated. There are however a few problems with this method. One is how to
estimate the slant wet delays along the GNSS signal rays. One way is to estimate the
zenith wet delay and gradients in a normal GNSS analysis, then use these to calculate
the slant wet delays. This is for example done by [Champollion et al., 2005]. However,
this method will limit the accuracy since it assumes that all horizontal variations in
the refractivity above a station are linear, something which is not always realistic. In
order to improve the slant wet delays, it is often assumed that the post-fit residuals of
the GNSS analysis will contain the unmodeled parts of the slant wet delays, and thus
adding these to the calculated slant wet delays will give the true delays [Troller et al.,
2006]. Another approach is to model the slant delays by using Eq. (2.136) in the GNSS
data analysis instead of zenith delays and gradients. First results using this approach
arc presented by [Nilsson and Gradinarsky, 2006] and [Nilsson ct al., 2007]. Another
problem is the normally weak geometry since tomography ideally requires that there are
rays crossing the investigated volume in all possible directions. In GNSS tomography,
however, all rays are going between the top of the troposphere to the stations on the
surface of the Earth, while there are no rays entering and/or leaving the voxel grid at
the sides. This makes the sensitivity to the vertical refractivity profile very low and
as a result the equation system (2.137) will be ill-conditioned. This problem can be
solved by either constraining the refractivity field to some a priori field obtained either
by models or external measurements like radiosondes. The problem is not as big if
the GNSS stations are placed at very different altitudes Furthermore, since the satellite
geometry will change during the day, some voxels may at times have no or only a few
rays passing through it. Thus, in order to avoid singularity problems, constraints need

to be applied.
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The etnean GPS network: data,

check and elaboration

3.1 Introduction

The main task of this work is the analysis of the potentiality of GPS to detect the
amount of wet delays in the troposphere, to improve the DInSAR technique through an
atmospheric water vapor delay filtering. Since the zenith wet delay is closely related to
the integrated water vapor content which is the main driver of meteorological events,
these studies should have also meteorological applications. To obtain output data, the
definition of the best processing strategy was the main starting point. We analyzed all of
the available GPS data using the GAMIT/GLOBK software [Herring et al., 2010]. The
delay that the EM waves emitted by GPS satellites accumulate through the troposphere,
were calculated starting from the Etna network ”"Etn@net” data, owned by Istituto
Nazionale di Geofisica e Vulcanologia - Osservatorio Etneo (INGV-OE). Because of its
height (3300 m from sea level) and the quite variable weather conditions, as regards the
content of water vapor, the estimation of atmospheric delays using GPS measurements
have exceptional importance to calibrate the SAR interferograms and to determine the
7effective” deformation of the volcanic measured with this technique.

Considering the availability of a GPS network on a volcanic area, a ”by product” of the
study concerns the detection of volcanic plume in the atmosphere, which will be dealt

on Chapter 4
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3.2 The Etn@net characteristics

Routine use of GPS for monitoring ground deformation started at Mt. Etna in 1988,
when a network of 18 benchmarks was surveyed by both GPS and EDM (Electronic
Distance Measurement) techniques [Briole et al., 1990]. Since that first survey, the
network has been improved and measured by GPS in survey mode almost yearly. In late
2000, the installation of a continuous GPS permanent network at Mt. Ftna began. The
network geometry was gradually upgraded in the following years [Palano et al., 2010] to
reach the current configuration of 40 permanent stations that provide a dense cover of

most areas of the volcano edifice (Figure 3.1).
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FIGURE 3.1: Sketch map of Mt. Etna. The permanent GPS network stations are
indicated as circles. Inset, the IGS stations used in this study [Bruno et al., 2012].

The Mt. Etna volcano GPS network (Etn@net) allows monitoring of the volcanic defor-

mation at different time scales. We can measure slow (days or months) or fast (minutes
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or hours) changes in site positions using different techniques in relation to data acquisi-
tion and processing. In the first case, we process GPS data collected at 30-s sampling
rates on a daily basis, while in the second we perform high-frequency (1 Hz) instanta-
neous GPS positioning. The increasing number of GPS stations has allowed to deeper
the knowledge of the volcano dynamics [Aloisi et al., 2011] [Bruno et al., 2012] [Palano
et al., 2010] and to highlight some important kinematic features. Table 3.1 shows the
list of GPS stations composing the Etn@net together with information about receiver,
antenna, sample frequency and transmission type. The GPS receivers are firstly used as
reference station applications. For this reason the GPS receivers have to incorporates
a very high precise GNSS measurement engine. The essential characteristics for a GPS
reference receiver are: the acquisition within seconds, an excellent signal strength, the
reliable tracking to low elevations, an algorithm for phase and code multipath suppres-
sion, an high precision code and phase measurements and, for remote stations, a low
power consumption. GPS and GLONASS arc continually improving and the Europcan
Galileo and Chinese Compass systems are emerging to provide additional benefits for
world-wide users. For this reason, the receiver has to be able to track the new multi-
frequency signals from modernized GPS. During the last years, the IGNV improved its
network updating the GPS hardware. There is a particular care in choosing the sites
of the station. The host site affects the quality of the measurement mainly due to the
multipath. As already explained, the multipath depends on the geometry of the antenna
and satellite with respect to surrounding reflective surfaces.

Choke ring antennas are recognized as having the best accuracy and tracking perfor-
mance compared to all other antenna types. They are widely used in the INGV in-
frastructure network. The choke ring antenna benefits of the multipath rejection and
high signal to noise ratio, whilst at the same time improving tracking of low elevation
satellites. An example of a Leica choke ring antenna owned INGYV is reported in figure
3.2 A choke ring antenna consists of a number of conductive concentric cylinders around
a central antenna. Due to its delicate construction, it is often enclosed in a protective
cover or "radome” when placed outside and exposed to the elements. Choke ring anten-
nas are notable for their performance to reject multipath signals from a source. Since
the path that a signal takes from transmitter to receiver can be used to measure the
distance between the two, this makes it highly suited for GPS and radar applications.
In a GPS ground based receiver, a choke ring antenna can provide millimeter preci-
sion measurements for surveying and geological measurement applications. Obviously

today’s all the GPS receivers of EtnQnet are equipped with choke ring antennas.
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Abbrev. | Site GPS Receiver GPS Antenna Rate[sec]
EBAG | Baglio GMX902GG AT504GG 1
EBCN Bocca Nuova GX1220 AT504GG 1
ECAN | Masscria Cannata GRX1200GG Pro | AT504 1
ECHR | Santa Chiara GMX902 AT504 30
ECNE Cratere Nord Est GRX1200GG Pro | AX1203+GNSS | 1
ECNV | Catenanuova GMX902 AT504 30
ECOR | M. Corruccio GMX902GG AT504GG 1
ECPN Cratcre del Piano GRX1200GG Pro | AX1202GG 1
ECRI M. Crisimo GPR1200 Ax1202 1
EDAM | Etna Dammusi GX1220 AT504 1
EFAR Contrada Farella GRX1200GG Pro | AT504 1
EFIU Fiumefreddo GMX902GG AT504GG 30
EITV Catania GRX1200GG Pro | AX1202GG 1
EINT Intermedia GX1220 AT504 5
ELAC Isola Lachea GRX1200GG Pro | AT504GG 1
ELEO San Leonardello GX1220 AT504 1
ELIN Linera GRX1200 Ax1202 1
EMAL | Montc Malctto GX1220 AT504 30
EMCN | Monte Conca GX1220 AT504 1
EMEG | Monte Egitto GX1220 AT504 30
EMFEN | Monte Fontane GRX1200GG Pro | AT504 1
EMGL | Monte Gallo GX1220 TRM29605 30
EMSG | Monte Spagnolo GRX1200GG Pro | AT504 1
ENIC Nicolosi GRX1200GG Pro | AT504 1
EPDN | Pizzi Deneri GX1220 AX1202GG 1
EPED Pedara GX1220 AT504GG 30
EPLU Punta Lucia GX1220 AX1202GG 1
EPMN | Picdimontce GRX1200 AT504 1
EPOZ Pozzillo SR502 AT504 30
EPZF Pizzo Felice GMX902GG AT504GG 30
ERIP Riposto GMX902GG AT504GG 30
ESAL Sant Alfio GRX1200GG Pro | AT504 1
ESCV Scorciavacca GMX902 AT504 30
ESLN Serra La Nave GRX1200GG Pro | AT504 1
ESML Santa Maria di Licodia | SR502 AT504 30
ESPC Serra Pizzuta GX1220 AT504 1
ETEC Santa Tecla GMX902GG AT504GG 1
ETFI Torre del Filosofo 1230P1lus AT504GG 30
TABLE 3.1: Summary of today’s GPS station hardware. The abbreviation of the

station and its site, the receiver and antenna type, together with the sample frequency

and the height are shown
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FIGURE 3.2: An example of a Leica choke ring antenna.

3.3 GAMIT Processing Strategy

The elaboration of the geodetic GPS data allows to obtain a high-precision output of
position, velocity and atmospheric parameters. In the present work the GPS data com-
ing from the Etna network were processed using the GAMIT package. GAMIT is a GPS
analysis package developed at MIT Massachusetts Institute of Technology [Herring et al.,
2010], the Harvard-Smithsonian Center for Astrophysics (CfA), and the Scripps Institu-
tion of Occanography (SIO) for estimating station coordinates and velocities, stochastic
or functional representations of post-seismic deformation, atmospheric delays, satellite
orbits, and Earth orientation parameters. The software is designed to run under any
UNIX operating system like Linux for example.

High-precision geodetic measurements with GPS are performed using the carrier beat
phase. This observable is the difference between the phase of the carrier wave implicit
in the signal received from the satellite, and the phase of a local oscillator within the
receiver. The phase can be measured with sufficient precision that the instrumental
resolution is a millimeter or less in equivalent path length. For the highest relative-
positioning accuracies, observations must be obtained simultaneously at each epoch
from several stations (at least two), for several satellites (at least two), and at both the

L1 and L2 GPS frequencies, as explained in Chapter 1)
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3.3.1 GAMIT Processing Algorithms

GAMIT incorporates difference-operator algorithms that map the carrier beat phases
into single and double differenced phases. These algorithms extract the maximum rel-
ative positioning information from the phase data regardless of the number of data
outages, and take into account the correlations that are introduced in the differencing
process. In the presence of cycle slips, initial processing of phase data is often performed
using triple difference or Doppler observations in order to obtain a preliminary estimates
of station or orbital parameters. GAMIT software uses triple differences in editing but
not parameter estimation.

GAMIT is composed of distinct program modules which perform the functions of prepar-
ing the data for processing (MAKEXP, MAKEJ, MAKEX and FIXDRV).

The first MAKEXP creates driver file for the elaboration, session information file and
batch input files from the RINEX observation files and the station information file. Sec-
ondly, MAKEJ using the information in global broadcast navigation file and the partial
derivative in the observation file creates the satellite clock information file. MAKEX,
using the session information, satellite clock information and predetermined coordinate
information of the station, creates values of receiver clock offset during observation span
from pseudorange and input observation file. Lastly FIXDRV, running with different
modules, creates the output files. The main requirement of any GPS geodetic measure-
ment session is an accurate model of the motion of satellites. The motion of a satellite
can be described, in general, by a set of six initial conditions (Cartesian position and
velocity, or osculating Keplerian clements, for example) and a model for the forces act-
ing on the satellite over the span of its trajectory. To model accurately the motion, we
require knowledge of the acceleration induced by the gravitational attraction of the sun,
moon, and higher order terms in the Earth’s gravity field, and some means to account
for the action of non-gravitational forces due to solar radiation pressure and gas emis-
sion by the spacecraft’s batteries and attitude control system. In GAMIT the reference
orbits for the satellites integration is performed by program (ARC). Others GAMIT
programs preparing for the computing residual observations (obs. — calc.) and partial
derivatives from a geometrical model (MODEL), detecting outliers or breaks in the data
(AUTCLN), and performing a least-squares analysis (SOLVE).

Although the modules can be run individually, they are tied together through the data
flow (fig. 3.3). The most processing is best done with shell scripts and a sequence of

batch files set up a driver module (FIXDRV) for modeling, editing, and estimation.
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GAMIT

- RINEX or MAKEXP - D-file
- X —file e —f ————7—| - Session..info
- station.info - Input batch files

- brdc files MAKEJ
- C - file ] &

————————| - J -file

- session.info MAKEX - K-file
- brdc file —_— ———————"—| - X-file
- J&L - file
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- D-file FIXDRV - B-file
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=
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(Q-files, O-files
and H-files)

FIGURE 3.3: General layout of GAMIT processing (see appendix A for help about the
abbreviations.

3.3.2 Parameter Estimation

GAMIT incorporates a weighted least-squares algorithm to estimate the relative po-
sitions of a set of stations, orbital and Earth-rotation parameters, zenith total delays
(dry and wet), gradients (N-S and E-W) rescaled at 10 degrees elevation and phase
ambiguities by fitting to doubly differenced phase observations. The last output of pro-
cessing are the LC undifferenced residuals. Since the functional (mathematical) model
relating the observations and parameters is non-linear, GAMIT produces two solutions,
the first to obtain coordinates within a few decimeters, and the second to obtain the
final estimates. How to get the output GAMIT data begins, first and foremost, from
the navigation and observation data files for each day of the year (doy) at the receiver
in compressed RINEX (The Receiver Independent EXchange) format. The navigation
data is discarded and precise ephemeris data is downloaded from Scripps Orbit and Per-

manent Array Center (SOPAC) data archives. Six IGS stations (CAGL, MATE, NOT1,
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GRAS, GRAZ, ZIMM) to tie to ITRF are used together with Etna network in all the
elaborations. In the subsequent text, we will describe all input files required for GAMIT
elaboration.

Before processing GPS data using GAMIT, the information should be organized into
sessions, defined as the spans during which all the stations tracks simultaneously the
phase of two or more satellites. A brief description how a single session is processed
is reported. After having create a working directory, we have to copy or link all the

necessary files. The main files needed for a single session processing are:

RINEX observation and navigation files;

e station coordinates in the form of an L-file;

e receiver and antenna information for each site file (station.info);
o satellite list and scenario file (session.info);

e control files for the analysis (sit¢thl. and sestbl.);

e G- and T-files from external ephemerides;

e links to the following global files:

— nutations (nutabl.);

— lunar and solar ephemerides (soltab. and luntab.);
— geodetic datums (gdetic.dat);

— leap seconds (leap.sec);

— spacecraft, receiver, and antenna characteristics (svnav.dat, antmod.dat, rc-

vant.dat)
— Earth rotation (pole., ut1.);

— ocean tides (stations.oct and grid.oct)

e the control files for sh_gamit.

RINEX observation and navigation files

The GPS data acquired by Etn@net GPS stations in RAW format, are sent, through a
wireless network surrounding Mount Etna, in the headquarters of the INGV-OE. Here
are stored in a database available to the scientists. Data rate is 30 seconds, and all files
contain observations for a 24 hour period, from 00 : 00 : 00 till 23 : 59 : 30 GPS time.
File naming follows the convention "NNNNddds.yy” where NNNN is the site name (e.g
EITV), ddd refers to the day of the year (e.g 024 means January 24th), s is the session
number (e.g 0), and yy is the two last digit of the year. Examples of RINEX header is
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z.11 OB3ERVATION DATA G (GP3) RINEZ VERIICON / TYPE
Z  tego  20100ctil 20110708 09:45:04UTCPGHM / RUM BEY / DATE
G MEXP|IAxS6-PII|bcc32 5.0|MSUindS-»XEP| 486/ DX+ COMMENT
4 tege  201000t21 20110708 09:45:040TCCOMMENT
5 BIT 2 OF LLI FLAGS DATA COLLECTED UNDER A/5 CONDITICN COMMENT
& EPLU MARKER NAME
7 —Unknown— -Unknown— OBSERVER / AGENCY
e LEICA GX1zz0 2.14/z2.121 REC # / TYPE / VERS
£ LEIAZ1202 LNT # / TYPE
10 4879005.8155 1306023.87Y00 3836632.4315 APPROX POSITION XYZ
13 0.0000 0.0000 0.0o0o0 ANTENNA: DELTA H/E/N
1 1 WAVELENGTH FACT L1i/2
5 L1 C1 Lz Fz 1 # / TYPES OF OBIERV
14 30.0000 INTERVAL
z007 a8 17 o] [u] 0.0000000 GP3 TIME OF FIRST CB3

END OF HEADER
i 0oy 8 1Y 0 0O 0.0000000 O 6Gl4G03GE22G11G19G01
18 115527317.621

7 Z:Z041203.1589 90255052 .25346 22041202.6274 1365.203
19 108950960.424 8 2Z0732673.199 54596362 .51047 20732673.0144 -1519.676
20 115263805.249 8 21934919.219 59519361.51846 21934916.6004 -2520.625
1 120611492.440 7 22951603.260 939582982 .594496 22951601.39914 2605.172
107381926.289 8 20434095.770 B3674227.86046 =20434092.9394 TYE.223
g 120541180.385 7 22938223.209 93928203.21346 22938223.7834 3047.710
o 07 3 17 0 0 30.0000000 0 6G14G03GZ2G11G19G01
115786617.055 7 22033453.194 90223337.55746 22033457.4534 1345.098
25 109005776.944 8 20743104.341 54939576.65547 20743104.2754 -15334.921
&5 115344545.824 8 21949331.982 B95878880.14346 21949329.6134 —2528.944
B8 120533383 .586 7 2Z2936739.716 93922118.689046 22936738.3494 2601.850
2] 107358B806.796 8 204296396.146 83656212.66748 20429693.5294 762,921
30 120449854.598 7 229205844.676 93557040.49546 22920345.1254 3040.465
il 07 38 17 0 1 0.0000000 0O 6Gl4GO03GEZ2G11G19G01
2 115746439.090 7 22025812.605 90192030.05446 22025811.9704 1330.438
33 109061051.544 § 2Z0753622.798 54952645.03247 Z0753622.59744 -1850.1895
4 115420537.326 8 Z2196379z2.761 59935094.30346 21863790.2704 -2537.121
35 120455372.554 7 22921894.657 93561331.09546 22921893.2724 2598.695
=)

36 107336152 .122

20425385.212 S3635559.67048 20425352.4724

T47.324

FICURE 3.4: Rincx file example containing L1 and Le data for cach epoch

given in figure 3.4. As summarize in line 13, the RINEX observation file contains the
L1 and L2 carrier beat phases, C/A code, P code of L2 and shift doppler of L1. The
receiver and antenna type, together with initial station coordinates and antenna offsets
and start and stop times are also stored in the file. According with the RINEX standard,
beginning from line 17, the time of the acquisition and the identification of the satellites
tracked in each receiver channel are recorded. The lines from 18 to 23, represent the
values of L1, C/A, L2, P2, D1 for each linked satellite, ordered according to the line 17.

The line 24 repeats the same explained scheme, but referred to the next epoch.

Preparing the L-file
The L-file contains the coordinates of all the stations to be used in the data processing.
Two forms of coordinate formats are supported: geocentric (spherical) coordinates at

the epoch of the observation, or Cartesian coordinates and velocities at a specified epoch.

Creating the stalion information file

All of the receiver and antenna information, specific for each particular site, are recorded
in the station.info file. The entered values correspond to a single occupation, of either
one day or a series of days. In this file format, the number of entries (columns) is variable
and determined by a list beginning with the keyword *SITE. The most important among
the entries in station.info are the antenna type (AntCod) and specification of how the
height-of-instrument was measured (HtCod), since this directly affects the estimated

heights from the analysis. This information is entered into the file in form of keywords
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and later converted by GAMIT to L1 and L2 phase-center value offsets (PCV). Entries
for horizontal offsets (Ant N, Ant E) of the antenna from the monument can also be
entered. A GPS monument is a concrete structure whose philosophy is to create a highly
rigid frame which is in solidarity with the movements of the ground. The station.info
values are added to the coordinates of the monument in computing the antenna phase-

center position.

Creating a scenario file

The scenario file is also known as the session.info and it contains the start time, sampling
interval, number of observations, and satellites (PRNs) to be used in generating X-files
for each day. The session.info file can be specific to a given measurement session or
contain all of the scenarios used for all the measurement sessions processed. It can also
be generated automatically to a specific measurement session by the program makexp

using the input start/stop time and the satellites available on the navigation file.

Control files for the analysis (sittbl. and sestbl.)

The site control table sittbl. contains the number and name of stations to be used in the
measurement session. The session control table (sestbl.) contains all the entries useful to
define the most important aspect of the elaboration, the a priori constraints in units of
meters, the elevation cutoff, the model for variations in the phase center of the receiving
antenna, the way the receiver clock can be controlled and the atmospheric model used
in the computation. More details about this file can be found in [Herring et al., 2010].
In summary, the sestbl. cntrics can be put into some catcgorics: analysis controls, data,

weighting, ambiguity resolution, atmospheric, orbit, MODEL and SOLVE parameters.

G- and T-files from external ephemeris

Orbital information is input to GAMIT as a tabular ephemeris (T-) file, which contains
the positions of all the satellites at 15-minute intervals throughout the observation span,
or a G-file of initial conditions which are integrated by arc to create T-file. The most
accurate and reliable method of obtaining a starting T-file is to first download SP3 file(s)

from IGS analysis center.

Global Files

These files are called global because they can be used for many measurement sessions
over the time interval for which they are valid (usually at least a year). These tables
are linked to each working directory in order to minimize the storage space that will be
needed if we store them in each working directory. The global files needed for a single
session processing are explained below.

(nutabl.) This is the nutation table and contains nutation parameters in tabular form
for transforming between an inertial and Earth-fixed system.

(soltab. and luntab.) soltab. is the solar tabular ephemeris, which is a tabulation of
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the position of the Earth with respect to the sun. luntab. is the lunar tabular ephemeris
which contains the Moon’s position x, y, and z for exact Julian date.

(gdetic.dat) This is the table of parameters of geodetic datums which are specified
by the standard ellipsoid parameters, semi-major axis (in meters), Cartesian offsets (in
meters) from the geocenter.

(leap.sec) This a table of jumps (leap seconds) in TAI-UTC since 1 January 1982.
(svnav.dat, antmod.dat, rcvant.dat) svnav.dat gives the correspondence between
spacecraft numbers and PRN numbers for each GPS satellite, its mass, and it’s yaw
parameters. The table is updated after each launch or change in yaw status. antmod.dat
contains the table of antenna phase center offsets and variations as a function of elevation
and azimuth. rcvant.dat is a table of correspondences between 6-character codes and
the full names of receivers and antennas used in the RINEX files.

(pole., ut1.) pole. is pole table and contains polar motion values in tabular form
for interpolation in different GAMIT modules. utl is a table which contains TAI-UT1
values.

(stations.oct and grid.oct) These tables contain ocean tidal loading components of

stations and global grid respectively.

The control files for sh_gamit

The script sh_gamit take us, with a single command, from raw or RINEX data over a
range of days, to a solution. The only preparation required is setting up the control
files:

(process.defaults) This file is edited to specify the computational environment, sources
for intcrnal and cxternal data and orbit files, start time and sampling interval, and
instruction for archiving results.

(sites.defaults) We edit this file to specify the International GPS Service (IGS) stations
which are to be used in the measurement session and how the station log data are to
be handled. Even though sh_gamit can automatically download RINEX and ephemeris
files from SOPAC and precise orbits from IGS ftp-servers, it is much simple when all

the data are in the local system in each directory.

3.3.3 The GAMIT output files

The analysis of the GPS Rinex files coming from the Etna network (figure 3.4 and ta-
ble 3.1) was performed using the GAMIT software. For these observations, we used
a variety of geodetic-quality (low-multipath) antennas, and included in our analysis
elevation-dependent models for the antenna phase centers [Schmid et al., 2005]. Stan-
dard models for precession, nutation, Earth rotation, and solid Earth and ocean tides are

applied (IERS Conventions 2010). The positions of the GPS satellites are taken from
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the Final Orbits of the International GNSS Service (http://igscb.jpl.nasa.gov), which
typically have an accuracy of 1-2 cm. For our ETNA analysis, we combined the data
from our local network (fig. 4.16a) with those from six IGS stations in the region (fig.
4.16b), included in the International Terrestrial Reference Frame (ITRF2005) realization
and used as reference stations to tie the network. We used a 2-h spacing for the zenith
delays and gradients estimations. The delay along the line between the station and
the satellite is computed by separate “mapping functions” for the hydrostatic (“dry”)
and water vapor (“wet”) components. The dry mapping function is applied to that
part of the modeled delay defined by the a priori pressure value, and the wet mapping
function is used to compute the partial derivatives for the estimated correction to the
zenith delay. For our analysis, we used a standard constant model for surface pressure
and the mapping functions developed by [Niell, 1996]. We included only data above 15
degrees elevation angle in order to minimize multipath effects and errors in the mapping
functions. The first-order ionospheric delay is removed by forming the “ionosphere-free”
combination of the L1 and L2 phases. The small (order of cm) second- and third-order
ionospheric effects are modeled using global maps of total electronic content and the
IGRF model of the magnetic field [Petrie et al., 2010]. After estimating station posi-
tions and atmospheric parameters from the doubly differenced phase, GAMIT produces
residuals for the undifferenced phases by estimating clock corrections which cancel in
the double-differences. We use these undifferenced post-fit phase residuals as input in

the test phase in chapters 4 and 5.

3.4 The Quality Control Check

The GPS network Etn@net, today’s, is made up of 40 GPS receivers that collect data
at various bit rate. All these data must be checked and analyzed. The geodetic GPS
data, as well known, allow to obtain high-precision outputs, like position, velocity and
atmospheric parameters. To achieve this level of precision, it is mandatory to perform
a careful maintenance and operation of the site. In addition, the importance of the
reliable data becomes more evident if they are applied to obtain informations about the
homogeneity of the atmosphere or the presence of plume. During this studies, we ana-
lyzed a great amount of data and almost immediately, we realized that it was necessary
to check the data quality; the easiest way was to use the program TEQC.

TEQC was designed and developed by the University Navstar Consortium (UNAVCO)
Facility, the program is named after its three main functions: Translation, Editing, and
Quality Checking [Estey and Meertens, 1999]. With TEQC, we can extract a variety of
information from a RINEX file. Some of the information we get are: the receiver clock

slips, receiver cycle slips, site multipath, satellite elevation and azimuth angle, receiver
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clock drift, and receiver signal-to-noise ratios. In our studies we use the software to
produce a file with a full report that shows the signal quality with time for each SV
detected.

An extract of the quality check file generated by TEQC, starting from the Rinex file
EMGL2470.070 is reported in figure 3.5. The first three lines represent the observation

Observations start : 2007 Zep 4 00:00:00.000

Ohzervations end : 2007 Sep 4 23:59:30.000

Ohservation interwval : 30.0000 second(s)

3V #+hor <ele> #+wask <ele> freprt Hcompl L1 Lz F1 Pz Ch LaC
1 1154 25.25 597 31.04 521 ] 521 520 ] ] 521 u]

G2 1154 22.08 93z 26.72 861 5] 861 861 5] 5] 861 u]

G 3 852 41,24 740 47.08 73 a 739 739 a a 732 o

4 1156 23.65 591 29.21 g22 u] g22 g19 o a] g2z n]

29 860 41,49 740 47.41 738 5] 739 739 5] 5] 738 u]

G30 928 32.87 513 44.80 813 a 813 813 a a 813 o

3l 1181 23.03 920 28.17 856 u] 856 8556 u] 5] 858 n]

F1GURE 3.5: An example of the quality check file generated by TEQC. The time limits
and the observables sample time interval, together with the table summarizing what
was seen by each SV are reported.

file’s time limits and the observables sample time interval. The table below, summarizes

what was seen by each SV, in order the columns in each line are:

SV: the PRN number (G for GPS and R for GLONASS);

#-+hor: the total number of all types of observations above the horizon for this SV;
<ele>: the mean elevation of SVs above the horizon for epochs with observations;
#~+mask: the number of observations above the elevation mask for this SV;

<ele>: the mean elevation of SVs above the elevation mask for epochs with observations;
Freprt: the number of reported observations with any data reported for this SV;
#compl: the number of complete observations reported for this SV;

Next are six columns with the number of L1, L2, P1, P2, C/A, and L2C observations
for this SV.

Along with this, other tables and information are returned by TEQC software during the
analysis of RINEX file. Although we used TEQC a lot, expecially during the conversion
from binary format to RINEX format, the quality check instrument is not the right
tool for our analysis. The quality check file, in fact, returns information about a single
file; for the analysis that we will discuss in the next chapters, it is necessary to build a

synoptic view of the station’s behavior.
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In this regard, we used Gamit to elaborate data from January 1 to June 30, 2012, in
order to observe the characteristics of each GPS receiver of the network. By writing a
code developed in MATLAB, we load the LC undifferenced residuals for each couple of
antenna and receiver. Gamit write one residual file, called DPH file, for each antenna and
satellite pair, consequently our session of elaboration have been generate about 230,000
DPH files. We developed a MATLAB code to load all the LLC undifferenced phase
residual, we tried to load one year of DPH data but the personal computer resources are
insufficient to handle such amount of data. We plotted the LC residual so as to deduce
the anomalies for each station.

From the 38 GPS receiver analyzed, the following figures are just some of them and

report four representative different examples of the station behavior.

% of data vs LC EPOZ - Total events: 2260167 - Discarded events: 13844 (0.61252 %)
10 0.5 T T T T T T T

o N A& o »

. L I
5 0 05 0 10 20 30 40 50 60 70 80 £
Elevation [deg]

PRN sat.s vs doy

T TR

30 20 10 00

SKYPLOT Azimuthal abs. LC residuals [phase])

FIGURE 3.6: A synoptic view of the undifferenced LC residuals in the GPS station
EPOZ, from 01 January to 30 Junc 2012. The top left histogram represents the dis-
tribution of the LC postfit residuals expressed in percent; the top right figure shows
the LC postfit residuals versus the elevation angle expressed in degrees; the bottom left
represents a rolled graph containing the PRNs versus the GPS doys of 2012; the bot-
tom center is the post elaboration skyplot, reported to the considered GPS receiver; the
bottom right is a polar graph containing the absolute value of the L.C postfit residuals
versus the azimuthal angle expressed in degrees.

Figure 3.6 shows an example of the residuals during the first half of 2012 for the GPS
station EPOZ. The LC postfit undifferenced residuals behavior can be understood only
plotting a lot amount of data in a single figure.

The top left histogram represents the distribution of the LC postfit residuals expressed
in percent of data. With the help of this plot we establish immediately if the residuals
follow a normal distribution. The y? test was performed also, confirming the assumption.
The top right plot shows the LC postfit residuals versus the elevation angle expressed

in degrees. This is a very important plot because allow to obtain information about the



Chapter 3. The etnean GPS network, data check and elaboration 105

multipath of the station, the presence of obstacles, information about the PCV modelling

and in general the elevation dependent noise of the station.

The Figure 3.7 allows us to understand what we have previously stated. It must be

Lc Phase Residual (mm)
I

Elevation Angle (degrees) Elevation Angle (degrees) Elevation Angle (degrees)

Fi1GURE 3.7: Three typical cnvelopes of the LC phasc residuals versus clevation angle.

read in a qualitative manner (absolutely not quantitative), three typical trends of LC
GPS undifferenced residuals versus the elevation angle are reported, this is the reason
why we omitted the values in the axes. The first (figure 3.7 left) is a normal LC residual
behavior, an hard dependency from the elevation angle can be revealed. The center plot
shows the results of a generic station in which a microwave absorber was placed. The
phase center variation model is no longer able to correct the observations, an anomalous

negative slope appears at high elevation angles.
The plot on the right of figure 3.7 shows the phase residual of a GPS receiver placed

% of data vs LC BRON - Total events: 3420827 - Discarded events: 45063 (1.3173 %)
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F1GURE 3.8: A synoptic view of the undifferenced LC residuals in the GPS station
BRON, from 01 January to 30 June 2012. The top left histogram represents the dis-
tribution of the LC postfit residuals expressed in percent; the top right figure shows
the LC postfit residuals versus the elevation angle expressed in degrees; the bottom left
represents a rolled graph containing the PRNs versus the GPS doys of 2012; the bot-
tom center is the post elaboration skyplot, reported to the considered GPS receiver; the
bottom right is a polar graph containing the absolute value of the LC postfit residuals
versus the azimuthal angle expressed in degrees.
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over a reflective surface (a flat, smooth ground), a typical wave form appears at low
elevation angles.

From these considerations, the behavior of figure 3.6 top right is as expected. The
bottom left plot (figure 3.6) represents a rolled graph containing the satellite PRN
numbers versus the GPS day of year (doy), it is useful because allows immediately to
estimate the data loss; in that case for example there are large ranges of missing data.
The bottom center plot represent the post elaboration skyplot reported by the Gamit
software. We use this plot to evaluate the presence of obstacles or anomalies in the
satellite and receiver link . Finally, the bottom right is a polar graph containing the
absolute value of the LC postfit residuals versus the azimuthal angle expressed in degrees.
This plot should be read together with the elevation dependence residuals plot, they give
us a 4w information of the state of the residuals. As said above, the figure 3.6, shows no
particular anomalies, except for different intervals of missing data. Figure 3.8 is referred
to the station BRON, it shows two intervals of missing data of about ten days during
may 2012. A typical wave form appears at low elevation angles, suggesting that the GPS
station has been placed over a reflective surface. There are no relevant anisotropies in

the space concerning the LLC phase residual. Example 3 is reported in figure 3.9, that

% of data vs LC EDAM - Total events: 3596961 - Discarded events: 338993 (9.4244 %)
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FIGURE 3.9: A synoptic view of the undifferenced LC residuals in the GPS station
EDAM, from 01 January to 30 June 2012. The top left histogram represents the
distribution of the LC postfit residuals expressed in percent: the top right figure shows
the LC postfit residuals versus the elevation angle expressed in degrees; the bottom left
represents a rolled graph containing the PRNs versus the GPS doys of 2012; the bottom
center is the post claboration skyplot, reported to the considered GPS receiver; the
bottom right is a polar graph containing the absolute value of the LC postfit residuals
versus the azimuthal angle expressed in degrees.

refers to the station EDAM. A clear evidence of an obstacle in the south-west side is

present. There are no anisotropies in the space LC phase residual but they are greater
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then the previous figures (i.e. figure 3.8). Figure 3.10, referred to the station EBCN,

% of data vs LC EBCN - Total events: 2879398 - Discarded events: 86542 (3.0056 %)
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F1GURE 3.10: A synoptic view of the undifferenced LC residuals in the GPS station
EBCN, from 01 January to 30 June 2012. The top left histogram represents the dis-
tribution of the LC postfit residuals expressed in percent; the top right figure shows
the LC postfit residuals versus the elevation angle expressed in degrees; the bottom left
represents a rolled graph containing the PRNs versus the GPS doys of 2012; the bot-
tom center is the post elaboration skyplot, reported to the considered GPS receiver; the
bottom right is a polar graph containing the absolute value of the LC postfit residuals
versus the azimuthal angle expressed in degrees.

shows many problems: discontinuous data together with the presence of obstacles in the
east side of station are revealed. There is also an abnormal behavior of GPS LC phase
residual between 10 to 40 degrees. The map view of the residuals shows also larger
values of the residues in the north-east side of station.

We produce the same figures for all stations processed. Although this is a starting point
to extract additional important information from the noise data, this type of analysis
was conducted for the first time during this study. The information obtained can be used
in many aspects, one of which, to estimate the horizontal gradients and the atmospheric
anomalies. The developed codes used in this section have shown that there are limits
on the amount of data to be analyzed simultaneously. For this reason, future studies
should take into account these problems, trying to overcome them. The reason that led
us to move from TEQC to a MATLAB code is justified because the aggregated data
were analyzed successfully.

In the futurc studies, analysis like those shown in this chapter, will be computed in a
time varying way for each station of the network, so as to identify and improve the

inadequate receivers.



Chapter 4

Volcanic plume detection by GPS

signal

4.1 Introduction

Mt. Etna, Italy, is onc of the most active volcanocs in the world. In the last years ex-
plosive activity usually forms weak plumes that rise some kilometers above the vent and
may cause difficulties for aviation operations and the population living on the volcano’s
flanks. Due to the persistent activity, the Istituto Nazionale di Geofisica e Vulcanologia,
Osservatorio Etneo (INGV-OE) has improved the monitoring of Etna volcanic plumes
over recent years with the use of new instruments and volcanic ash dispersal models.
Observations of volcanic plume dispersal and fallout are carried out by analyzing mul-
tispectral infrared measurements from the Spin Enhanced Visible and Infrared Imager
on board the Meteosat Second Generation geosynchronous satellite, visual and ther-
mal images from the video surveillance system, and data collected from a network of
radar disdrometers. Furthermore, mapping of tephra deposits and prompt analysis of
samples collected shortly after the end of the explosive event are also routinely carried
out. Every day, an automatic procedure downloads wind data of two high-resolution
meteorological models, runs these models and transfers hazard maps to the INGV-OE
control room and to the Italian Civil Protection, which manages emergencies during
volcanic activity in Italy. The results of the simulations are always compared with data
collected from the monitoring system for validation purposes. After the Eyjafjallajokull
eruption in 2010, there was much debate on the type of information that remote sens-
ing and ground-based observations can provide during an eruption (e.g., plume height,
erupted mass, particle size distribution). The main problem is that volcanic ash disper-

sal models needed well-constrained eruption source parameters to improve the reliability
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of the forecast. A recent workshop on Ash Dispersal Forecast and Civil Aviation held
in Geneva on October 18-20, 2010, produced a list of data acquisition techniques able
to detect volcanic ash and furnish data on the main eruption source parameters. The
list contains AIRS, ASTER, AVHRR, GOES-11, GOES- 12,13,14,15, Grimm EDM 107,
Grimm Sky OPC, IASI, IMO-radar, Infrasonic Array, IR-SO2, LIDAR, MISR, MODIS,
MTSAT, OMI, PLUDIX, SEVIRI, Thermal Camera, UV Camera and VOLDORAD. A
Data-Acquisition Summary Document was also drawn up with the aim of describing the
features for each of these methodologies. However, the capability of Global Positioning
System to detect properties of a volcanic plume was not considered among these tech-
niques, most likely because there are only a few cases using this technology with respect
to such plumes.

The Etna volcano is particularly suited for an in-depth investigation into the potential
of GPS observations to detect volcanic plumes, owing to both the high frequency of
cxplosive cpisodes over recent years and also the well-developed GPS network.

In the following sections we will discuss two different approaches in order to examine the
capability of the GPS network to detect volcanic plumes at Etna. The first approach is
applied on the signal strength of the GPS carrier phase data. The GPS signals strength
also called signal-to-noise ratio (SNR) data are used to detect the plume. The second
approach, instead, is statistical: we analyze the single difference post fit residual of elab-
oration signals to assert the hypothesis that the plume affects the GPS data. The main
results of the second approach have been published in a paper on a specialized journal
[Aranzulla et al., 2013]

4.2 The September 4, 2007 Etna eruption test case

A spectacular lava fountain episode occurred in the afternoon of September 4, 2007,
from the South East Crater, one of Mt. Etna’s central craters. Although a marked
increase in seismic tremor began from 14:00 GMT, the volcanic plume was visible only
from 16:00 GMT by the INGV-OE video surveillance system. An eruption column rose
up to 2 km above the crater rim and was dispersed by the westerly wind until 03:00
GMT on 5 September (Fig. 4.1).

This event was almost steady for the entire duration and formed a thin tephra deposit
on the eastern flank of the volcano. Volcanic particles fell on the east flank and formed
a clastogenic lava flow which continued for 4 km from the volcanic vent [Andronico
et al., 2008]. A detailed analysis of the tephra deposit showed that the total erupted
volume was 3.9-4.9 x 10°m? and the particle size distribution had a peak at 1 mm

[Andronico et al., 2008]. The volcanic plume dispersal was also observed by satellite.
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FIQURE 4.1: Volcanic pluimne produced during the 4-5 September, 2007 lava fountaining
activity at Mt. Etna, in Italy. Photo courtesy of D. Andronico; SEVIRI images of the
volcanic plume at 18:00 GMT on the topleft corner.

Images showed the formation of a hot spot at about 16:00 GMT and the volcanic plume
spreading eastwards which was well visible beginning from 16:45 GMT. It should be
noted that during this event, forecasts of the PUFF and TEPHRA models concurred
perfectly with the observations [Coltelli, 2007].

This eruption was considered as a good test case to evaluate the potential of the GPS
in detecting Etna volcanic plumes mainly due to the stationary nature and prolonged
duration of the event.

In the present study, we analyzed data coming from nineteen GPS receivers available
during the investigated period of September 2007 (table 4.1). A map of the GPS location
is shown in (Fig. 4.2).

For these observations, we used a variety of geodetic-quality (low-multipath) antennas
(Table 4.1).

4.3 The Signal to Noise Ratio approach

Signal to Noise Ratio data provide no information about the distance between the satel-
lite transmitting the signal and the receiver, and thus make no direct contribution to
positioning solutions. For this reason, SNR data are generally ignored by geophysicists

and geodesists. However, SNR data are important because they can directly measure
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FIGURE 4.2: A map of the GPS receivers position over the Volcano on September 2007

signal blockages. If, for example, an ash laden volcanic plume crosses a GPS signal, parts
of that signal are attenuated and scattered. This means that the signal that does arrive
at the GPS receiver has less power than it would ordinarily. In contrast, water in the
atmosphere does not significantly reduce GPS signal power. This lack of sensitivity to
water is the same reason that L-band radars are being developed to observe ash clouds
[Donnadieu, 2012].

GPS instruments have been rarely used to detect effects of the eruption above ground.
[Houlie’ et al., 2005a], [Houlie’ et al., 2005b], for example, use the GPS data obtained dur-
ing the eruption of Miyakejima volcano (Japan), occurred in 2000, and found anomalous
values in the ionosphere-free linear combination phase measurements. It is important
to note that the eruptions that commonly occur at the Etna volcano, are one tenth in
magnitude, with respect to the investigated activity from [Houlie’ et al., 2005a] dur-
ing August 18, 2000 of Miyakejima volcano. In [Larson, 2013], instead, a method is
proposed to detect volcanic plumes using GPS signal strength data. Limitations of the
method are assessed using GPS data collected during the 2008 and 2009 eruptions of the
Okmok and Mt. Redoubt volcanoes [Larson, 2013]. The algorithm proposed was used
to detect plumes for two of the four largest explosive events from the 2009 Mt. Redoubt
eruption sequence [Larson, 2013], [et al., 2012]. During the analyzed events, ash was
rose up to heights of 19 and 15 km, respectively. Typically the Mount Etna’s plume
height reaches heights of 2 to 5 Km above vent of volcano. We analyze the opportunity
to apply the signal strength method [Larson, 2013] for detecting the smaller volcanic
plumes on Mount Etna. The GPS signal strength (signal-to-noise ratio, SNR) data are
used. SNR data are very sensitive to large ash particles and can be modeled without

estimating position, thus providing a clearer picture of a volcanic plume.
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Station | Receiver type Antenna type Dome

BRON | LEICA GMX902 LEIAX1202GG NONE
EC10 TRIMBLE 4700 TRM29659.00 NONE
ECPN | LEICA GX1220 LEIAX1202 NONE
EDAM | LEICA GX1220 LEIAT504 NONE
EIIV LEICA GRX1200PRO TRM29659.00 NONE
EINT | LEICA GX1230 LEIAX1202 NONE
ELEO | TRIMBLE 4700 TRM33429.00-GP | NONE
EMAL | LEICA GX1220 TRM29659.00 NONE
EMFN | TRIMBLE 4700 TRM29659.00 NONE
EMGL | LEICA GX1220 TRM29659.00 NONE
EMSG | LEICA GRX1200GGPRO | LEIAT504 SCIT

ENIC LEICA GRX1200PRO TRM29659.00 NONE
EPDN | LEICA GX122 LETAX1202 NONE
EPLU | LEICA GX122 LETAX1202 NONE
EPMN | LEICA GRX1200PRO LEIAT504 SCIT

EPOZ | LEICA SR520 LEIAT504 SCIT

ESLN | LEICA GRX1200 LEIAT504 NONE
ESPC | LEICA GX1220 TRM29659.00 NONE
TAOR | LEICA GMX902 LEIAX1202 NONE

TABLE 4.1: Summary of the GPS station hardware. The name of the station, the
receiver type and the antenna/radome type are shown

4.3.1 SNR and C//N,

In addition to carrier phase and code observables, SNR data are routinely recorded by
GPS receivers but are less frequently reported in RINEX data files [Gurtner and Mader,
1990]. When available in RINEX, these data are reported as observable types S1 and
52, and recorded as raw signal strengths or SNR values by the receiver, for L1 and
L2 phasc observations. The RINEX translation softwarc TEQC [Estcy and Mecertens,
1999] now reports SNR in dB (power or amplitude) for the majority of common GPS
geodetic receivers. Signal-to-noise ratio is a measure used in science and engineering that
compares the level of a desired signal to the level of background noise. GPS receiver
manufacturers primarily report this quantity assuming a 1 Hz bandwidth, or dB-Hz. It
is defined as the ratio of signal power to the noise power in a given bandwidth, usually

expressed in decibels. A ratio higher than 1:1 indicates more signal than noise.
P..
SNR = —iond (4.1)
Pnoise

where Py;gnq is the average signal power and P,ise is the average noise power in a given

bandwidth. Because many signals have a very wide dynamic range, SNRs are often
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expressed using the logarithmic decibel scale. In decibels, the SNR is defined as

P .
SNR[dB] = 10logo—>" (4.2)
noise
According to the equation 4.2, value of SNR greater then zero indicates more signal
than noise. Power can be expressed in decibels by forming the ratio of the power to a
reference power level. Typical reference levels are one watt and one milliwatt. A power

level in decibel-milliwatts can be computed from a power expressed in milliwatts as:

P[] P[W] L _P[W]
P[dBW] = 10logi (W) = 10log10 <1000[mm> = 10logio <1000 1[mW]> -

= 10logig (10100> + 10log10 (1];%;]) = 30 + 10logyo (ﬁg]) = P[dBm) — 30

(4.3)

If the unit of power are already in common decibel units, such as dBW or dBm, then

according to eq.s 4.1 and 4.3

Psi na
SNR = 10[0910# = 10[0910Psignal — 10log10 Proise =
noise (44)
_ S[dBm] — N[dBm] = S|[dBW] — N[dBW]

where S and N are expressed in units of decibel /milliwatt (dBm) or decibel/watts (ABW).
The carrier-to-noise density (C/Np), on the other hand, is usually expressed in decibel-
Hertz (dB-Hz). For the GPS L1 C/A signal it is defined as the power of the original
unmodulated carrier power divided by the noise power spectral density. Since noise
sources like thermal noise generate power in proportion to the bandwidth of the sys-
tem in question, a method of describing the power level independent of the bandwidth
is desirable. Power spectral density is a measure of power in each unit of bandwidth.
Thermal noise has a constant power spectral density. The power of thermal noise gen-
erated is a function of the temperature and the noise bandwidth. It is independent of
the center frequency of that bandwidth. The noise power spectral density for noise is
kT, where k is Boltzmann’s constant and 1" is the absolute temperature. Boltzmann’s
constant is the ratio of the energy in a molecule to its temperature and is equal to

k= 1.38 x 10723J/K, expressed in the units of joules per Kelvin degrees.

The sources of white noise in a GNSS receiver are usually described by the antenna noise

temperature and the receiver noise temperature. The antenna temperature models the
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noise entering the antenna from the sky whereas the receiver noise temperature models
the thermal noise due to the motion of charges within a device such as the GPS receiver
front-end. Ambient thermal noise is typically calculated at 290K, this is a reference

generally taken as the effective noise temperature of the Earth:

J .
7 = kT = 1.38 x 1023[” -290[K] = 4.00 x 10 21[J] (4.5)

Since a watt is one joule-per-second, we can also express the units for power spectral

density as watts-per-hertz. Ambient thermal noise power spectral density is then:

[‘Effg] - 474% (4.6)

N = 10logro (4.00 x 1072 [{gj}) = —204
To calculate the L1 C/A carrier-to-noise density for a GPS receiver operating at the
thermal noise floor (Ng = Np ) we need the carrier power. The C/A code GPS signal
specification give us a nominal value for the carrier power received at the surface of the
Earth, specifying this to be at a power level of -160 dBW or above.

Using the eq. 4.4, the carrier power and the thermal noise floor we compute:

C/Nol(dB — Hz) =C — (N — BW)=C — Ny = SNR + BW =
= —160[dBW| — (—204[dBW]/|Hz]) = 44[dB][H 2|

(4.7)

Where C is the carrier power in dBm or dBW, N is the noise power in dBm or dBW, Ny
is the noise power density in dBm-Hz or dBW-Hz, BW is the bandwidth of observation,
which is usually the noise equivalent bandwidth of the last filter stage in a receiver’s RF
front-end. Converting the value of 4.7 to a signal-to-noisc ratio for the same conditions,
assuming a C/A code receiver bandwidth of 4 MHz (BW = 10logio(4 - 108)[Hz+] =
66[dB][Hz]).

SNR[dB] = jg; — BW = 44[dB][H z| — 66]dB][H z] = —22[dB][H 2] (4.8)
The signal power is 22 dB below the noise power coming into the receiver. It is only
through despreading the C/A code that the signal can be detected at all. After the signal
is despread, it filtered to a narrower bandwidth. The decrease in bandwidth eliminates
most of the noise, which is spread over the entire bandwidth, but leaves the signal. This
is the mechanism by which process gain is achieved in a spread-spectrum receiver. A

more complete description of process gain can be found in [Dixon, 1984].
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4.3.2 GPS signal strength

The description of the GPS signal structure is explained in chapter 1. Figure 4.3 shows
a track of SNR for two satellites (PRN13 and PRN29) of block II-R and II-RM (Table
1.2 capl). The top panel highlights two satellite tracks for L1 (1.5754 GHz) SNR using
the public C/A code. The bottom panel shows L2 (1.2276 GHz) SNR data using two
different codes, L2C (which is also public but present only in the blocks II-RM and II-F)
and the encrypted L2P code.

55

C/A L1 SNR

45t

dB-Hz

35

dB-Hz

251 L2C,Sat29
,1 L2P,Sat13
15 . . . : .
5 15 25 35 45 55 65

elevation angle (deg)

FIGURE 4.3: (top) L1 SNR data derived from the C/A code. Satellite 29 is offset by
2 dB-Hz to highlight the data for large elevation angles. (bottom) L2 SNR data using
L2C (satellite 29) and L2P (satellite 13) [Larson, 2013].

Both panels show SNR values slowly increasing as the satellite rises from 5° to 65° in
elevation angle. This is known as the direct signal effect. The slow increase in SNR
is primarily duc to the antenna gain pattern. The L1 SNR data above 25° have high-
frequency noise that is both systematic and random. In contrast, the high-elevation
L2 SNR data have much smaller levels of high-frequency noise. This difference is due
to the fact that the C/A code is much shorter than L2P or L2C and thus suffers from
cross-channel interference. However, L2P has much lower SNR values than C/A or L2C
because the receiver cannot use the encrypted code in its retrieval. As a final comment,
L2C is only available on satellites launched after 2005 Sec. 1.2.1. Furthermore, it is
often not tracked unless the user requests it. The oscillations you see in SNR data at
elevation angles of 25° are caused by ground reflections. A reflected signal travels a
longer distance than the direct signal and interferes with the direct signal; this causes
the observed modulations. The frequencies in the SNR. data below 25° can be related
to soil moisture content, snow depth, and sea level height [Larson et al., 2008], [Larson

et al., 2009], [Larson, 2013]. Here only the higher elevation angle SNR data, of interest
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for plume sensing, will be used. Because it has better precision at higher elevation
angles, the L2P SNR data are used to isolate the effect of plumes. Figure 4.5 shows an
example of L2 SNR data for EIIV station at Mt.Etna.

[]
Epoch Eleaton{deg]

FIGURE 4.4: (An example of L2-SNR data for EIIV station at Mt.Etna. a) The L2-

SNR values expressed in [dB-Hz] vs. the time expressed in epochs (1 epoch is equal to

30 seconds). b) The L2-SNR values expressed in [dB-Hz] vs. satellite elevation angle
expressed in degrees

As expected, the SNR data vary smoothly by ~ 30dB — Hz over the satellite arc.

4.3.3 SNR data extraction

As said previously, the SNR is recorded in the binary data (RAW) by the GPS receiver.
By using the TEQC software [Estey and Meertens, 1999], developed by UNAVCO, the
RAW data from native binary format to Rinex format (for details see chapter 3) is
translated. Starting from the RAW data recorded by the Mount Etna network during
the 4-5 September (fig. 4.2), trough a code developed in MATLAB, we read raw files and
generate three files for each GPS receiver and day of year (doy): a Rinex files containing
SNR data, an azimuth file and an elevation file. The core of this code is the TEQC
command, useful to obtain the three data file (table 4.2). For example, if we want to

obtain data from the receiver called "EITV”, the command is:
teqc -O.dec 30 -O.obs S1S2 -R binary_input_EIIV > RINEX observation_EIIV

Where we give the desired decimation interval in seconds (-O.dec 30), with the explicit
list of the desired observables and order (-O.obs S1S2). The option -R allow us to
eliminate the GLONASS data. The figure 4.5 shows an example of the created Rinex
filc containing the SNR1 and SNR2 data.

As explain in sec. 3.3.1 each file consists of a header section and a data section. Just
to remember, the data that have to be ingested in the MATLAB workspace begin from
line 16 of figure 4.10. The line 16 represents the time of the acquisition and the satellites
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2.11 OESERVATICON DATA G (GP3) RINEZ VERZICN / TYPE
teqgqe 2009Marzi3 20130702 17:28:42UTCPGH / RUN BY / DATE
MSXP| IAx86-PII|boc32 5.0|HSWing5->XP| 486/ DX+ COMMEMT
BIT 2 OF LLI FLAGS DATA COLLECTED UNDER A/3 CCMDITION COMMENT
=Unknown- MARKER NAME
—Unknown- ~Unknown- OBSERVER / AGENCY
454791 LEICAL GRX1ZO0FRD 2.14 REC # / TYPE / VERS

TRMZ9653.00 LNT # / TYPE
4586469.6933 1311121.4387 35872052.7612 ALPPROX POSITICOMN XYZ
0.3040 0.0000 0.0000 ANTENMA: DELTA H/E/N
1 1 WAVELENGTH FACT L1/2
brd 51 S52 # / TYPEZ OF OBSERV
30.0000 INTERVLL
2007 9 5 o o 0.0000000 GRS TIME OF FIRST OBS

END OF HEADER
0" 9 5 0 0 0.0000000 O BG 3G22G13G11G14G 1G20G23

44.500 41.000
41.500 834280
49.750 50,250
50,500 48.250
46.750 43,500
50,250 48.500
47 . 500 42.750
34.000 35750
07 9 5 0 0 30.0000000 O 86 3GI2G19G11G14G 1G20G23
44.750 40.500
40.750 35.750
49750 s0.000
50,500 45,500
47.000 42,750
50.250 43.750
47.250 42.250
38.250 33.500
07 9 5 0 1 0.0000000 0O BG 3G22G19G11G14G 1620623
45.000 40.500
41.000 36.250

FIGURE 4.5: Rinex file example containing the SNR data for each epoch

to which the receiver is linked. The lines from 17 to 24, represent the values of SNR1
and SNR2 for each linked satellite, ordered according to line 16. The line 25 repeats the
same explained scheme, but referred to the next epoch. As each Rinex file contains 2880
epochs per day and each receiver can simultaneously link 7-9 GPS satellites per epoch,
the ascii file consists of about 24000 lines per day. So it was necessary to implement
the MATLAB routine to read all files. Since other files, as the azimuth and elevation
files, have different standard of tabulation but the same excessive samples problem it
was mandatory automating all the processes by implementing a MATLAB codes. This
allow to study all the cases where an evidence of plume dispersal in atmosphere in the

future is present.

4.3.4 Methods

The following example reports the method used to isolate the plume effect on the signal.
No data below elevation angles of 30° are used, as these data are both less precise and
more likely to be impacted by ground reflections as shown in figure 4.6. Data on the
3 days before and after the eruptive event are shifted by 4 min/d to account for the
repeating satellite geometry, to taking in account the sideral day. Figure 4.6 shows the
SNR values referred to the station EDAM and satellite 11, for all the 7 studied days. The
repeatability of the SNR data during the seven days of the plume event relative to the
pair EDAM-PRN11 is cvident. After the cut-off filtering of 30°, the data arc averaged.
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FIGURE 4.6: SNR data relative to EDAM-PRN11 during the days in the neighborhood
of the plume emission.

The average is calculated as the mean value of the six days (three before and three after)
the plume event. The obtained values are then smoothed over 10 points. In figure 4.7
for the pair EDAM-PRN11, the black line represents the averaged and smoothed data.
FExamples reported in figures 4.6 and 4.7 show that there is a high repeatability of the
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FIGURE 4.7: An elevation cut off angle of 30° is applied. The example of SNR data
referred to the EDAM station and satellite 11, in blue the data before the cut off, in
red the filtered data. The black curve represents the smoothed values.

SNR vs. elevation angle data.

This observation suggests that, if a perturbation like a plume occurs, it should be re-
vealed trough an SNR analysis.

However the figure 4.6 doesn’t give information about the epoch in which an anomaly
occurs. For this and other reasons that will be explained in the next section, in the

following figures epoch vs. SNR data will be plotted.
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4.3.5 Results

Table 4.2 shows the results of the RAW files conversion. The elevation and azimuth files
referred to BRON, EC10, ELEO and TAOR stations are missed, preventing the use of
these stations in the following analysis. The smoothed SNR model, which represents
the expected values for a given station and satellite at a given time, is then subtracted
from the SNR data collected on the day of the eruption. This SNR change is what it is
used to detect the presence of plumes. The standard deviation of the SNR data for the
30 min before each eruption is calculated to provide a quality control measure, and the
detections threshold is fixed to be 2.5 times this standard deviation. If no SNR data
are available before the eruption, the satellite track is discarded. Finally, no detection
is reported (regardless of its standard deviation), unless its value exceeds 2 dB-Hz, in
order to avoid reporting false detections. The figures from 4.8 to 4.15 show the obtained

results for all the 15 available stations.

ECPN-doys=244-250 year=2007 std=0.44279 EDAW-doys=244-250 year=2007 std=0.26793

SNR-L2[dB]
SNR-L2[dB]

- L L L L L L L L L L
0 500 1000 1500 2000 2500 0 500 1000 1500 2000 2500
Epoch Epoch

(a) SNR-ECPN (b) SNR-EDAM

F1GuRrE 4.8: SNR data collected on the day of the eruption minus the smoothed SNR,
model referred to ECPN and EDAM stations. The horizontal yellow lines represent the
value of +2.50, the vertical black crosses represent the begin of the plume emission.

4.3.6 Discussion

Despite this method has been applied to detect effects of volcanic plumes in eruptions
of greater magnitude than of Mt. Etna [Larson, 2013], the figures from 4.8 to 4.15 to do
not show clear evidence of the plume presence during the 4 September 2007 event.

For EMFN and ENIC stations respectively, figures 4.10b and 4.12a, indeed, show high
discrepancy from the common behavior SNR value. However the EMFN anomalies oc-
curs from epoch 1000 to 1500, and the ENIC anomalies occurs between 750 and 1700,
and between 2000-2200, while the eruption starts after the epoch 2000. Thus these

anomalies are not related to the volcanic plume, although its presence in the figure 4.1
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for 4 Sept. 2007 event.
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FIGURE 4.9: SNR data collected on the day of the eruption minus the smoothed SNR
model referred to EIIV and EINT stations. The horizontal yellow lines represent the
value of +£2.50, the vertical black crosses represent the begin of the plume emission.
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FIGURE 4.10: SNR data collected on the day of the eruption minus the smoothed SNRR
model referred to EMAL and EMFEN stations. The horizontal yellow lines represent the
value of £2.50, the vertical black crosses represent the begin of the plume emission.
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FIGURE 4.11: SNR data collected on the day of the eruption minus the smoothed SNR,
model referred to EMGL and EMSG stations. The horizontal yellow lines represent the
value of £2.50, the vertical black crosses represent the begin of the plume emission.
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FIGURE 4.12: SNR data collected on the day of the eruption minus the smoothed SNR
modecl referred to ENIC and EPDN stations. The horizontal ycllow lines represent the
value of +£2.50, the vertical black crosses represent the begin of the plume emission.
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FIGURE 4.13: SNR data collected on the day of the eruption minus the smoothed SNRR
model referred to EPLU and EPMN stations. The horizontal yellow lines represent the
value of £2.50, the vertical black crosses represent the begin of the plume emission.
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FIGURE 4.14: SNR data collected on the day of the eruption minus the smoothed SNR
model referred to EPOZ and ESLN stations. The horizontal yellow lines represent the
value of £2.50, the vertical black crosses represent the begin of the plume emission.
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FIGQURE 4.15: SNR data collected on the day of the eruption minus the smmoothed SNR
model referred to ESPC and stations. The horizontal yellow lines represent the value
of +£2.50. the vertical black crosses represent the begin of the plume emission.

is well evident.

At this point, we can’t say anything about these anomalies, only underline their exis-
tence. In the future we would like to apply this algorithm to all the events after 2007,
since the number of GPS receivers increased from 19 to 35 during the last 6 years; the
higher number of data might improve the quality of the results. Because the Mount
Etna plume of 4 September was smaller than the eruptions studied by Larson in [Lar-
son, 2013], perhaps a finer understanding of the interactions and a lower noise level of

stations , will help us to achieve better results on Mount Etna.
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4.4 Statistical approach

Using the results of the previous method, we pass to present the results of a different
approach to the detection of the volcanic plume. The same September 4, 2007 activity
was used as a test case. As we explained in Chapter 2 , water vapor, hydrometeors
and particulates induces propagation delays in the signal path. Volcanic plumes are
largely made up of volcanic ash, water vapor, volcanic gas (COy , NO2 , SO3) and
hydrometeors [Oppenheimer et al., 2003]. As explined in previous chapters, the main
problem with modeling the water vapor is that it is not in hydrostatic equilibrium and
therefore is poor modeled by surface measurements. When delays cannot be modeled or
measured, they are considered as errors in the GPS position solution [Meertens et al.,
1997]. After estimating station positions and atmospheric parameters from the doubly
differenced phase, GAMIT can produce residuals for the undifferenced phases. We use
these undifferenced post-fit phase residuals as input in a testing procedure for the pres-
ence of a volcanic plume.

The LC signal, which is combined from the two GPS signal carriers, is more strongly
affected than L1 and L2 carriers [Solheim et al., 1999]. This is the reason why we choice
to investigate the LC signal. The first approach was similar of previous section, soon
superseded by a statistical method, more reliable because it is not affected by errors
introduced by the interpretation.

In order to highlight the presence of volcanic plume in the atmosphere from the GPS
signals, we follow two steps: firstly, we analyze the GPS data collected by the Etna
network in order to obtain the GPS post-fit phase residuals (“Instrumentation and GPS
analysis” section); secondly, we use a statistical approach to investigate whether the

plume can be detected in post-fit phase residuals (”‘The statistical approach” section).

4.4.1 Methods

Instrumentation and GPS analysis

In the present study we analyze the same September 4, 2007 activity. The difference is
that, with this approach, we process 30 days of data, between August 5 (day-of-year 217)
and September 4 (day-of-year 247), 2007. The RINEX files containing the observables
were created by using TEQC translator.
For these observations, we used a variety of geodetic-quality (low-multipath) antennas
(table 4.1), and so in our processing elevation-dependent models for the antenna phase
centers have been considered [Schmid et al., 2005].

The GPS data coming from the Etna network (figure 4.2 and table 4.2) were processed
using the GAMIT package developed by Massachusetts Institute of Technology [Herring
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FIGURE 4.16: a) Map of the GPS receivers on the volcano together with the simplified

model of the volcanic plume for the September 4-5, 2007 event (in blue). Red Stars

represent the GPS receivers. The yellow lines join the satellite and ELEO antenna. b)
Map of the IGS stations used as stable sites in this work

et al., 2010] (see chapter 3). More details of the parameters used during the elaboration
are reported in section 3.3.3. In order to evaluate the quality of the GPS data analy-
sis, the repeatability of the daily station positions and comparison with ITRF2005 were
carried out. For the same IGS station (CAGL), the daily position computed by GAMIT
is compared with values downloaded from the SOPAC website (http://sopac.ucsd.edu)
(fig. 4.17). The figure shows the good agreement between the two different datasets.
Table 4.3 shows instead the RMS of the position repeatability of all the stations in the
analyzed network. Figure 4.18 shows instead data from three GPS stations located at
different heights (EITV at 88 m, EMAL at 1551 m and EPLU at 2964m) that clearly
highlights the good repeatability of the results of the daily INGV-OE monitoring elab-

oration.
The statistical approach

The analysis of the GPS residuals was focused on understanding if the plume may affect
the GPS claboration in the residual component of the Etna network and to quantify, if
it is the case, the relation between the presence of a volcanic plume and its effect on
the GPS residual. In our analysis we considered the residual signals as coming from a

stochastic process. Figure 4.19 shows the steps followed in our statistical analysis.
For a better understanding of the algorithm, we divided the process in 4 steps.

Step 1 is the construction of a simplified model of the volcanic plume for September
4, 2007 event. Supported by the satellite images of the volcanic plume (fig. 4.1), we
approximate the plume geometry with a paraboloid (fig. 4.16a) represented by the

equation:
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FIGURE 4.17: Comparison of the calculated points from INGV-OE (blue) with data
available from SOPAC (red) (http://sopac.ucsd.cdu), cxpressed in the International
Terrestrial Reference Frame ITRF2005.

2 2

3~+% (4.9)
where the origin is the volcanic vent, x axis (m) is toward E in accordance with the main
wind direction during the eruption, y axis (m) is toward N as the crosswind direction
from the emission plume centerline and z axis (m) is normal to the  — y plane. The a
and b coefficients were chosen empirically in order to fit the available satellite images of
the volcanic plume. In order to take into account the plume dispersion along the plume
axis, we adopted an exponential density decay using a similar law found in the tephra

deposit [Andronico et al., 2008].

In Step 2 we integrate the positions of satellites and receivers with the plume model.
For each epoch, we calculate the intersection points P; and P, between the link Antenna-

Satellite and the computed volcanic plume region (fig. 4.16a).

In Step 3, we calculated the total amount of plume (normalized to the emission rate)

for the segment P; P> by the following equation:
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FIGURE 4.18: Daily position of three INGV-OE stations: EIIV at 88 m, EMAL at
1551 m and EPLU at 2964 m. x axis is in Julian datc.

P2
Cas(T) = / e rds (4.10)
pL

where Cy5(T) is the total relative amount plume for the pair antenna A and satellite S
at the epoch T, 7, is the decay constant of the plume concentration along the downwind
axis. According to the deposit and satellite images, the constant 7,, was empirically set
to 5 km. The computation of volcanic plume dispersion was useful in order to find the
most likely epochs in which the link between Antenna and Satellite crossed the plume
with high probability. Indeed, we chose a threshold on C'45(T) for selecting the crossing-
epochs. The threshold was set empirically to 0.1 to discard ambiguities in the crossing of
the plume due to the model approximation. For each SAP, we found the Plume Crossing
Period (PCP) on the day of the eruption.

In Step 4 we evaluated the statistical tests. In order to stress the effect of the plume
on the residual, we applied a high-pass filter on the time series of residual r(t) which

approximates the first derivative as:

dr(t) =r(t)—r(t—1) (4.11)
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Station | North | East | Up
BRON 1.3 1.9 | 5.2
CAGL 14 1.7 | 24
EC10 1.7 3.8 1104
ECPN 1.3 1.8 | 3.8
EDAM 1.5 2.5 | 4.1
EIIV 1.0 2.2 | 5.3
EINT 1.9 2.4 | 4.8
ELEO 1.8 3.2 | 7.2
EMAL 1.3 2.2 | 6.1
EMFN 1.8 6.5 | 10.7
EMGL 1.8 1.8 | 6.6
EMSG 1.2 1.3 | 5.6
ENIC 1.2 1.7 | 5.8
EPDN 1.5 2.4 | 4.1
EPLU 1.2 2.1 | 4.7
EPMN 1.7 3.0 | 6.6
EPOZ 1.6 2.7 | 6.9
ESLN 14 2.5 | 4.9
ESPC 2.4 33 |79
GRAS 14 1.0 | 2.9
GRAZ 0.9 1.3 | 24
MATE 1.1 1.2 | 2.3
NOT1 1.1 1.6 | 7.1
TAOR 2.0 2.2 | 5.5
ZIMM 1.2 1.0 | 2.2

TABLE 4.3: The millimeter weighted RMS of the position repeatability of all the
stations in the network analyzed. The name of the GPS Station and the North, East
and Up components are shown.

If PCP was long enough (more than 80 epochs), in order to detect signal feature vari-
ations, we estimated the energy of the extracted signal a of the derivative time series
dr(t) by integrating the squared series. we then calculated a for the same periods in
the 30 days before the eruption, taking into account the sidereal day to be sure that the
antennas pointed at the same satellite constellation. we found that the distribution of «
could not be assimilated to a normal distribution using the Shapiro-Wilk test [Shapiro
and Wilk, 1965]. The probability distribution of «, was hence empirically approximated
by a Chi-squared (x?) distribution. Later, for the set of all the energies of each SAP,
we found the best fit of x* using the maximum Likelihood approach described in [Hahn
and Shapiro, 1994]. For each SAP, the estimated x? characterizes the distribution of the
energy of the GPS residual noise in the considered PCP on days without the volcanic
plume. Under the hypothesis of x? distribution on the calculated energies, we evalu-

ated the probability p that the energy a at the eruption day exceeds a threshold 5 by
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FIGURE 4.19: Flow chart of the plume detection statistical approach

calculating:

B
p:l—/;ﬁm (4.12)
0

We were interested in finding the threshold 8 above which there is a probability p to
find values of a. For our purposes, taking into account the possible uncertainties on
the parameters, we chose to fix a strict value of p = 1%. In this case, the threshold
was calculated for each estimation of x2. We consider that if o belongs to the no-plume
distribution 2, there is a probability of 1% to find o > 3. In our study We considered
the coefficient p = a/B. In this way, We could expect that for SAP with p > 1, the
plume affected the residues with a probability of 99%. We performed the same analysis
on different periods of the same length in duration of PCP, for the same day but at
times that did not coincide with the eruption. Therefore, having a set of {pr}, We were

able to calculate another index of deviation:

Y, = PTH (4.13)
Op

where pr is the p coefficient calculated during the period 7" in the day of the eruption, s,

and o, are, respectively, the mean value and the standard deviation of the set of pr
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indexes on the same day. We evaluated this statistic Y7 only if the number of useful
periods was > 6. Given the few samples of the population, we chose to use a robust
estimation of standard deviation calculating the midspread A and,using the definition
of midspread, approximating ¢ = 0.7413A. Under the hypothesis of Y7 normally dis-
tributed N(0;1) [McPherson, 1990], we can assert that there is a probability of 1 %
that

T

Y}cp>>{x: Amoyudm::ogg}::232 (4.14)

—inf
Also, in this case, we defined the coefficient § =~ Ypcop/2.32, thus for with 6 > 1,
the plume affects the residuals with a probability of 99 %. Furthermore, in order to
assess the anomalies in the time series of residuals during the plume event, we carried
out another statistical test. we used the two-sample Kolmogorov-Smirnov (KS) test
[Massey, 1951] to compare the distributions of the plain residuals during the PCP at the
eruption day and at previous quiet days. This test checks, as null hypothesis, whether
the two data samples come from the same distribution by comparing their empirical
distribution functions. The test is suitable for our case because it does not specify what
the common distribution is (e.g., normal or not normal). we chose a significance level

for the tests of 1 %. For each SAP, we performed the K-S test in two different ways:

e The distribution of the residuals during the PCP at the eruption day against the
distribution of the residuals during the PCP in the previous 30 days (KS-1 ).

e The distribution of the residuals during the PCP at the eruption day against the
distribution of the residuals during the 48 h before the eruption (KS-2 ).

The rejection of both tests suggests that the distribution of the residuals during the
plume is different from the same distribution during the quiet state, highlighting a
possible relationship between the residual and the volcanic plume. Finally, we combined
all the performed tests and asserted that the GPS signal crossed the volcanic plume

rcasonably if simultancously:

p>1 6>1 KS—1=1; KS—-2=1.

4.4.2 Results

Table 4.4 and Table 4.5 show the results of the statistical tests performed in our analysis

for those stations in which it is possible to compute all the parameters (p,6, K.S —
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1, KS—2) at least for one satellite. For each SAP, we consider that the plume affects the

measurements when all four tests were passed (meaning that p > 1, 6>1, KS—1=
1, KS—-2=1).
EC10 ELEO EMFN EPDN EPMN EPOZ TAOR
PRN | p 0 p 0 p 0 p 0 p 0 p 0 p 0
1 0.1 -1.2| 04 -1.3 0.5 0.1
2
3 0.8 -0.3 0.8 0.2 0.5 -0.3
4
5 1.2 02109 03 0.8 0
6 09 01 )12 05| 1 -02
7
8
9
10
11 0.1 -1.5
12
13
14 0.6 0 |03 -05| 05 -04
15
16 09 0 0.8 -0.1]16 06| 1 0 2 38|09 -02|1.2 1.5
17
18 2 1.7] 08 0 13 09| 1 09|07 -02| 1 0.2 | 0.7 0.3
19
20 0.8 -01]| 1.5 3.7
21 1.1 05| 1.3 1.1 1.3 0.6 0.9 0.6
22 19 04|58 28|19 2.7 1 02 | 4.1 27| 08 -03
23
24 1.1 09 | 1.1 1 1.3 1 | 1.1 0.1 1 0.4
25
26
27
28
29
30 1.1 1 {12 01|07 -04 1.1 0.3
31
32

TABLE 4.4: p and # valucs of the statistical analysis of the interaction between Plume
and GPS undifferenced residual. Antenna—satellite pairs passing all the tests are bolded

We found that the pairs: EC10-PRN18, ELEO-PRN21, ELEO-PRN22, ELEO-PRN24,
EMFN-PRN22, EMFN-PRN24 EPMN-PRN16, EPMN-PRN20, EPOZ-PRN22 and TAOR-

PRN16 detected the volcanic plume. It is notable that only 10 among the 51 SAPs
passed the four tests above described. Hence, this means that 20 % of SAPs detected
the volcanic plume (Table 4.6).
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EC10 ELEO | EMFN | EPDN | EPMN | EPOZ | TAOR

PRN |71 T2 |71 T2 |71 T2 |71 T2|T1 T2 |T1 T2|T1 T2

1 0 1 0 1 0 1

2

3 0 1 1 0 0 1

4

5 1 1 1 0 0 0

6 0 0 1 0 1 0

7

8

9

10

11 0 1

12

13

14 1 0o, 0 0] 0 O

15

16 0 1 1 0 1 1 0 0 1 1 1 0 1 1

17

18 1 1 0 0 1 o0 O] 0 O01]O0 1 1 1

19

20 1 0 1 1

21 0 0 1 1 1 1 1 1

22 1 0 1 1 1 1 1 1 0 1

23

24 1 111 1|1 1 1 1 1 1

25

26

27

28

29

30 0o O[O0 01O 1 0 1

31

32

TABLE 4.5: T1 and T2 values of the statistical analysis of the interaction between

Plume and GPS undifferenced residual. The tests T1 and T2 assume value 0 if the null

hypothesis is accepted, 1 if it is rejected. Antenna satellite pairs passing all the tests
are bolded

Among all the stations, ELEO showed a greater residual. Figure 4.20 shows the GPS
residual of ELEO station (in the length unit) linked to PRN satellites. In the figure 4.20
the green time-series represent the undifferenced LC residuals of the 30 days before the
activity, the blue time-series represents the LC residual of the day of eruption and red

points denote the plume crossing period.

The anomalies in the LC signal (blue line) between 2680 and 2800 cpochs (about 22:00
and 23:00 GMT) for PRN22 are evident. Among all SAPs, this was the clearest change
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PRN | EC10 ELEO EMFN EPDN EPMN EPOZ TAOR
1 0 0 0
2

3 0 0 0

4

5 0 0 0
6 0 0 0

7

8

9

10

11 0

12

13

14 0 0 0

15

16 0 0 0 0 1 0 1
17

18 1 0 0 0 0 0 0
19

20 0 1

21 0 1 0 0

22 0 1 1 0 1 0
23

24 0 1 1 0 0

25

26

27

28

29

30 0 0 0 0
31

32

TABLE 4.6: Statistical evidence (true[1]/false[0]) of the interaction between Plume and
GPS undifferenced residual.

in the LC signal with respect to the LC signal of the previous 30 days (green lines),
resulting in a higher value of p (Table 4.4). This could be due to the model of antenna
which does not have a multipath filtering system, being a Compaq L1/L2 antenna.
However, we note that both ELEO and EPOZ show higher values of anomalies with
satellite 22 which is surcly duc to the plume crossing. These two stations arc in fact
located at low altitude above sea level (i.e., dozens of meters) and are very near each
other (fig. 4.16a). Consequently, the volcanic plume probably affected the two stations
similarly, in agreement with our results. Figure 4.21 shows instead the GPS residuals of

EMFEN station.
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FIGURE 4.20: GPS residuals of the ELEO station with PRN3, PRN6,PRN14, PRN16,

PRN18, PRN21, PRN22 and PRN24 during the cruption day (blue linc), the previous

30 days (green line) and the covered period (red points). The x and y axes represent
the GPS epoch and residuals in length units, respectively

Although there is no clear evidence of the anomaly, we observe that the signal is treated
with a high-pass filter for two tests, pointing out anomalies which otherwise would be
not visible. Figure 4.22 instead shows a greater LC residual value with respect to the

previous days for the EPMN.

However, this particular SAP did not pass the test. we believe that this could be
due to the LC signal to noise ratio (SNR), which is low in this particular SAP. The
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FIGURE 4.21: GPS rcsiduals of the EMFN station with satellitc PRN 24 during the

eruption day (blue line), the previous 30 days (green line) and the covered period (red

points). The x axis represents the GPS epoch, and the y axis represents the GPS
residuals in length units
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FIGURE 4.22: GPS residuals of the EPMN station with satellite PRN 14 during the

eruption day (blue line), the previous 30 days (green line) and the covered period (red

points). The x axis represents the GPS cpoch, and the y axis represents the GPS
residuals in length units

obvious evidence of anomalies is therefore not a sufficient condition to clearly identify

the presence of the plume.

4.4.3 Discussion

We demonstrate that the presence of a volcanic plume in the atmosphere affects the
GPS signal during the September 4, 2007 eruption of Mt. Etna. GPS was able to de-
tect the volcanic plume generated from this mid-intensity explosive activity. This was
tested through a statistical algorithm that indicates which stations and satellites were

unambiguously affected by the GPS signal. The choice to investigate the LC signal is
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related to the plume composition. Indeed, volcanic plumes are largely made up of vol-
canic ash, water vapor, volcanic gas (COz, NOg, SO3) and hydrometeors [Oppenheimer
et al., 2003]. While the delay from water vapor is due to the polar nature of the wa-
ter molecules, the phase delay induced by droplets, hydrometeors or aerosol particles is
related to permittivity. The LC signal, which is verify of the two GPS signal carriers,
is more strongly affected than L1 and L2 carriers [Solheim et al., 1999]. Their results
show that the components that mainly affect the GPS signal are in order: water vapor,
hydrometeors, aerosol and volcanic ash. We showed that a number of SAPs presented
high anomalies during the activity of the September 4, 2007. The choice of this eruption
as a test case in our study was largely guided by the long-lasting activity and the pres-
ence of quasi-stationary eruptive phenomena that remained constant in intensity and
dispersal for almost 12 h. The relationship of the volcanic plume presence with LC GPS
residual has been proved by [Houlie’ et al., 2005a], [Houlie’ et al., 2005b| studying the
plianian cruption of Miyakecjima. Howecver, it is notable that the cxplosive activity of
the September 4, 2007 Etna eruption produced a total volume of 3.9-4.9 x 10°m? for
pyroclastics [Andronico et al., 2008|, which is ten times less than the estimated value
for the August 18, 2000 activity of Mivakejima volcano (4 x 105m3 see [Nakada et al.,
2005]; [Saito et al., 2005]). In agreement, the residual values on LC frequency in millime-
ters found in our work are ten times less than residual values found by [Houlie’ et al.,
2005a], [Houlie’ et al., 2005b], highlighting a possible relationship between residuals and
volcano energy. In our study, We need to represent the volcanic plume geometrically.
As a reasonable approximation, We decided to use data collected during monitoring ac-
tivities because they are the nearest representation of the real volcanic plume dispersal.
Consequently, We considered the plume region similar to a paraboloid fitting the real
tephra deposit [Andronico et al., 2008 and satellite images (fig. 4.1). In case of missing
data, results from volcanic ash dispersal models, such as those available in the control
room of INGV-OE [Scollo et al., 2009], could be used to estimate the actual plume ge-
ometry. Furthermore, the activity of September 4, 2007, produced a weak plume. These
plumes are characterized by lower vertical velocities than the wind and typically follow
bent-over trajectories as a result of the strong wind advection [Bonadonna et al., 2005].
For this reason, our approach may be improved by including a nearest representation of
the volcanic dispersal, for example by using more sophisticated volcanic ash dispersal
models [Costa et al., 2006]. We found that while the presence of the volcanic plume
is necessary in order to affect the residual, this is insufficient because not all the SAPs
intersecting the plume show an anomaly that passes all the tests, as can be seen in table
4.6. We retain that this estimation could be improved through a better representation
of the volcanic plume dispersion, a further analysis of GPS signal features and with
improvements in the reliability of the statistical test. In order to test the reliability of

the statistical approach, the two different tests were developed to assess the anomalics in
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the residual signals during the plume crossing, compared with the same signal measured
in the previous 30 days for the same satellite constellation (i.e., the same epochs) and
the same signal measured on the day of eruption (to assess that the anomalies did not
affect the signal before the beginning of the explosive activity). We stated that no SAP
was able to pass the four tests. However, it should be noted that results must only
be seen in a probabilistic manner. In the future, new statistical approaches could be
used to improve the capability of GPS signals to detect volcanic plumes. Furthermore,
according to the different types of antenna which each receiver is equipped, we note that
the comparison of the L.C residual data periods is always carried out among data of the
same station and never among different stations. Consequently, a different type of an-
tenna can only influence its sensitivity to detect volcanic plumes but not the reliability
of this test. Finally, we believe that, due to the high number of GPS stations, a more
accurate analysis of these data during explosive activity could furnish new complemen-
tary information and be complementary to the alrcady cxisting monitoring system of
Ftna volcanic plumes at INGV-OE, thereby contributing to reduce the risk to air traffic

operation.



Chapter 5

The GPS tomography

5.1 Introduction

The satellite techniques are today frequently used in geodesy. Measures of the size
and shape of the Earth play an important role, especially in the volcanic areas. One
technique capable of such measures is the differential SAR interferometric (DInSAR)
technique. The measurement of ground deformations with DInSAR technique is based
on the comparison between two SAR images acquired at different times (called interfer-
ograms). If a ground deformation occurs between two satellite passes in the same area,
the path differences between the sensor and the ground (through the two passes) lead
to a difference in the phase of the back-scattered radar wave [Massonnet et al., 1993],
[Ulaby et al., 1981]. Among various perturbations affecting interferograms, atmospheric
artifacts are one of the most significant and, probably, the most difficult to identify
and reduce [Zebker et al., 1997], [Williams et al., 1998], [Delacourt et al., 1998]. The
electromagnetic (EM) waves, emitted from GPS and SAR satellites, indeed propagate
in the neutral atmosphere at velocities lower than the vacuum depending on the local
characteristics of the medium. Variations of pressure, temperature and water content
cause changes in the effective refractive index along the ray path and therefore may cor-
rupt any phase change measurement due to a deformation and degrade any geophysical
parameters estimated from such measurements. The neutral atmosphere (stratosphere
and troposphere) is the portion of the atmosphere where the variations that significantly
affect the interferograms occur. Due to the prominent topography of the volcanoes, the
use of DInSAR technique may significantly suffer from atmospheric heterogeneities. As
a consequence, several studies have been carried out on Mt. Etna since 1996 to better

understand the influence of ncutral atmosphere on measurcments of ground deformation
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phenomenon viewed from DInSAR. These studies investigate the possibility of evaluat-
ing and correcting the tropospheric effects of SAR images through different approaches:
by using the integrated tropospheric delay obtained from the GPS analysis [Beauducel
et al., 2000], starting from empirical data used to predict atmospheric conditions trough
numerical model [Delacourt et al., 1998], [Wadge et al., 2002], [Webley and Wadge,
2004]. All these studies are based on the use of GPS output data analysis to sound
the atmosphere, to estimate its temporal variability and then integrate the results in
SAR interferograms. The need to use an atmospheric tomography for evaluating the
effects of atmospheric anomalies on DInSAR measurements is due to the fact that the
SAR satellites are a side looking radar (SLR), that mean to observe the scene trough
an off-nadir angle ranging from 20° to 40°, depending on the radar satellite used. In
the following we present a method to obtain a 3D electromagnetic waves velocity field,
starting from the GPS output analysis data, in order to project along any line of sight
(LOS) the cffects of the tropospheric anomalics eventually existing on the atmosphere
crossed by the actual radar signal. Starting from the previous studies [Bruno et al.,
2007], [Bonforte et al., 2001}, we propose some advances aimed to assessing a method to
obtain a suitable tomography of EM waves propagation velocity of the lower atmosphere,

starting from delays measured by using an existing GPS network.

5.2 The inverse problem

The inverse problem consists of using the actual result of some measurements to infer
the values of the parameters that characterize the system, figure 5.1. While the forward
problem has (in deterministic physics) a unique solution, the inverse problem does not

[Tarantola, 2005]. In the ideal case, an exact theory that gives a complete description

Forward problem

Model m

Inverse problem

FIGURE 5.1: The traditional definition of the forward and inverse problems [Snieder
and Trampert, 2000].

of a physical system exists. For some selected examples such a theory exists assuming

that the required infinite and noise-free data sets would be available. This means that
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the model has infinitely degrees of freedom. However, in actual experiments the amount
of data that can be used for the definition of the model is usually finite and affected by
noises and bias. A simple count of variables shows that the data cannot carry sufficient
information to determine the model uniquely. In the context of linear inverse problems
this point has been raised by [Backus and Gilbert, 1967] and [Backus and Gilbert,
1968] more recently by [Parker, 1994] and [Tarantola, 2005]. The fact that in actual
experiments a finite amount of data is available to reconstruct a model with infinitely
degrees of freedom implies that the inverse problem is not unique in the sense that
there are many set of parameters of the model that explain the data equally well. The
model obtained from the inversion of the data is therefore not necessarily equal to the
true model that it is looking for. This implies that the view of inverse problems as
shown in figure 5.1 is too simplistic. For actual problems, inversion really consists of
two steps. Let the true model be denoted by m and the data by d. From the data
d onc reconstructs an cstimated model m, this is called the estimation problem, sce

figure 5.2. Apart from estimating a model m that is consistent with the data, it is

Appraisal problem

Forward problem

Estimation problem
Estimated model m

FIGURE 5.2: The inverse problem viewed as a combination of an estimation problem
plus an appraisal problem [Snieder and Trampert, 2000].

also necessary to investigate the relations between the estimated model m, and the true
model, m. The "appraisal problem” consists in determining what parameters of the true
model are recovered by the estimated model and what are the errors associated to them.
The essence of this discussion is that inversion = estimation + appraisal. It does not
make much sense to make a physical interpretation of a model without the knowledge of
the errors of parameter and the limits of the model [Trampert, 1998| and [Toomey and
Foulger, 1989]. In general there are two reasons why the estimated model differs from
the true model. The first reason is the non-uniqueness of the inverse problem that causes
several equivalent models fitting the data. Technically, this model null-space exits due
to inadequate sampling of the model space. The second reason is that actual data (and
physical theories more often than we would like) are always contaminated by errors and

so the estimated model is therefore affected by these errors as well.
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5.2.1 Solving finite linear system of equations

As discussed in the previous section, the inverse problem maps a finite number of data
onto a model. In most practical applications like geophysics or physic of atmosphere,
the model is a continuous function of the space coordinates and therefore has infinitely
many degrees of freedom. For the moment we will ignore this and will assume that the
model can be characterized by a finite number of parameters. For a finite-dimensional
model, the model parameters can be ordered in a vector m, and similarly the data can
be ordered in a vector d. The matrix A relates the data to the model through the
product Am. This matrix is often referred to as the "theory operator”. Indeed, it
contains all the information on physics and mathematics we have chosen to model in
the given problem. In practice, the data are contaminated with errors e, so that the

recorded data and the model are related by:

d=Am+e (5.1)

It should be noted that often there is an certain arbitrariness in the choice of the model
parameters that are contained in the model vector m. For example, if one wants to
describe the density in the Earth one could choose a model where the Earth’s mantle
and the core have a uniform density, in that case there are two model parameters. Alter-
natively, the density in the Earth can be expanded in a large amount of eigenfunctions
defined on the sphere such as spherical harmonics for lateral variations and polynomials
for depth variations; in that case there are much more model parameters. These two
different parameterizations of the same model correspond to different model parameters
m and to a different matrix A. This example illustrates that the model m is not nec-
essarily the true model, but that the choice of the model parameters usually contains a
restriction on the class of models that can be constructed. Below we will refer to m as
the true model regardless of the difficulties in its definition. Since the estimated param-
eters, by using the inverse approach, will be different from the true model, the estimated
model is denoted by m. There are many ways for designing an inverse operator that
maps the data on the estimated modele.g. [Menke, 1984]; [Tarantola, 2005]; [Parker,
1994]. Whatever estimator one may choose, the most general linear mapping from data

to the estimated model can be written as:

= A"&d (5.2)

The operator A8 is called the generalized inverse of the matrix A. In general, the

number of data is different from the number of model parameters. For this reason A is
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usually a non-square matrix, and hence its formal inverse does not exist. Later we will
show how the generalized inverse A ™% may be chosen, but for the moment A ™% does not
need to be specified. The relation between the estimated model m and the true model

m follows by inserting (5.1) in expression (5.2):

m=A %Am+ A ®e (5.3)

The matrix A78A is called the resolution kernel, this opcrator is given by:

R=A %A (5.4)

Better known as "resolution matrix”. Expression (5.3) can be interpreted by rewriting

it in the following form:

T — A _ -&
m=m+ (A"8A —I)m + A" 8¢ (5.5)

Limited Resolution ~ Error propagation

In the ideal case, the estimated model equals the true model vector: m = m meaning
that our chosen parameters, ordered in vector m, may be estimated independently from
each other. The last two terms in equation (5.5) account for blurring and artifacts in
the estimated model. The term (A78A — I)m describes the fact that components of
the estimated model vector are linear combinations of different components of the true
model vector. We only retrieve averages of our parameters and “blurring” occurs in the
model estimation as we are not able to map out the finest details [Snieder and Trampert,
2000]. In the ideal case this term vanishes; this happens when A~8A is equal to the
identity matrix. With (5.4) this means that for perfectly resolved model parameters the

resolution matrix is the identity matrix:

Perfect resolution: R =1 (5.6)

As noted earlier, usually there is a certain ambiguity in the definition of the model
parameters that define the vector m. The resolution operator tells us to what extend we
can retrieve the model parameters independently from the estimation process. However,
the resolution matrix does not tell us completely what the relation between the estimated
model and the real underlying physical model is, because it does not take into account
to what extent the choice of the model parameters has restricted the model that can be

obtained from the estimation process. The last term in (5.5) describes how the errors
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e are mapped onto the estimated model. These errors are not known deterministically,
otherwise they could be subtracted from the data. A statistical analysis is needed to
describe the errors in the estimated model due to the errors in the data. When the data
dj are uncorrelated and have standard deviation oy;, the standard deviation oy, in the

model estimate m;, resulting from the propagation of data errors only, is given by:

0% =3 (404’ (5.7)

Ideally, one would like to obtain both: a perfect resolution and no errors in the estimated

model. Unfortunately this cannot be achieved in practice.

5.2.2 Least squares estimation

Let us for the moment consider the case where the number of independent data is larger
than the number of unknowns. In that case, the system d = Am cannot always be
satisfied for any given model m because of possible errors contained in the data vector
making the equations inconsistent. A common way to estimate a model is to seek the
model m that gives the best fit to the data in the sense that the difference, between the
data vector d and the recalculated data Am is made as small as possible. This means
that the least-squares solution is given by the model that minimizes the following cost

function:

S =||d— Am]|%. (5.8)

As shown in detail by [Strang, 1988] this quantity is minimized by the following modecl

estimate:
m=(ATA)"1ATd (5.9)

5.2.3 Minimum norm estimation

In some problems the number of unknowns is greater than the number of parameters.
For a under determined system of equations the minimum norm solution is defined as the
model that fits the data exactly, Am = d, and that minimizes ||m||?. Using Lagrange

multipliers one can show that the minimum-norm solution is given by:
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m=AT(AAT)"1d (5.10)

a detailed derivation is given by [Menke, 1984].

5.2.4 Mixed determined problems

In the least-squares estimation, we assume that we had enough information to evaluate
all model parameters, even though contradictions occurred due to measurement errors.
The problem is then purely over-determined and as a consequence ATA is regular. In
the minimum norm solution, we assume no contradictions in the available information,
but we don’t have enough equations to evaluate all model parameters. This is the case
of a purely under-determined problem and here AAT is regular.

The most common case, however, is that we have contradictory information on some
model parameters, while others cannot be assessed due to a lack of information. Then
neither ATA nor AAT can be inverted and the problem is ill-posed.

FEven if the inverse matrices formally exist, they are often ill-conditioned meaning that
small changes in the data vector lead to large changes in the model estimation. This
means that errors in the data will be magnified in the model estimation. Clearly a trick
is needed to find a set of model parameters that is not too sensitive to small changes
in the data. To this aim, [Levenberg, 1944| introduced a damped least-squares solution.
From a mathematical point of view, ill-posedness and ill-conditioning result from zcro
or close to zero singular values of A. Suppose one has a matrix M with eigenvalues A\,

and eigenvectors Vp:

MV = AuVn (5.11)

One readily finds that the matrix (M + 1) has eigenvalues (A, + 7):

(M +7T)Vn = (An +7)Vn (5.12)
This means that the eigenvalues of a matrix can be raised by adding the scaled identity

matrix to the original matrix. This property can be used to define the damped least-

squares solution:

m= (ATA +41)1ATd (5.13)
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Since the matrix AT A has positive eigenvalues, they are moved away from zero when
the constant « is positive. Alternatively, the solution (5.13) can be found by minimizing

the following cost function:

S = [/d - Am||* ++||m]|” (5.14)

This expression clearly shows what the effect of the damping is. Minimizing the first term
of (5.14) amounts to finding the modcl that gives the best fit to the data. Minimizing
the last term of (5.14) amounts to finding the model with the smallest norm. In general
we cannot minimize both terms simultaneously, but in minimizing (5.14) we try to find
a modcl that both fits the data rcasonably well and whose model size is not too large.
The parameter v controls the emphasis we put on these conflicting requirements and for

this reason it is called the damping-factor or trade-off parameter.

5.3 The SIMULPS approach

Although GPS is also used to estimate the delays of EM waves through the atmosphere,
relatively few studies exploit this characteristic of GPS to obtain tomographies of the
atmosphere [Hoeven et al., 2002]. Our research starts from previous achievements both
on seismic tomography [Aloisi et al., 2002] and GPS atmospheric sounding [Bonforte
et al., 1999], [Bonforte et al., 2001] for assessing a method to produce a tomography of
lower atmosphere (neutral atmosphere) over the Mt. Etna area, by suitably modifying
a software originally implemented for seismic tomography SIMULPS12 [Thurber and
Ellsworth, 1980], [Thurber, 1983], [Thurber and Aki, 1987], [Thurber et al., 1993]. As in
the seismic case, where it is necessary to fix the seismometers and the Earthquake po-
sitions and the a-priori wave velocity fields to evaluate the tomography of underground
wave velocity, in our case we have to fix corresponding parameters to compute the atmo-
spheric EM wave velocity tomography. We assume the satellites as seismic stations and
the GPS receivers as Earthquakes [Bruno et al., 2007]; in particular, since the position of
GPS stations is well known, they are considered as points of shot in seismology, namely
Farthquakes of well known position and time. To study the tomography problem, in
this work we use an interpolative function defined by values specified at nodal points
(knots) within a three-dimensional grid [Aki, 1993|, [Lee and Pereyra, 1993]; a complete
discussion of the problem is examined in [Thurber and Ellsworth, 1980], [Thurber, 1983],
[Thurber and Aki, 1987] and [Thurber et al., 1993]. Some processing parameters were
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analyzed and several spatial configurations were tested to determine the best knots po-
sition. In order to assess whether benchmarks are suitable to obtain the desired results,

a few tests were carried out.

5.3.1 GPS Satellites: position and selection

As in local Earthquake tomography (LET), we suppose to ideally enclose inside a paral-
lelepiped the satellites, the receivers and the portion of atmosphere we want to analyze.
The basc of the parallelepiped of the investigated arca should be comparable with the
Etna area. Since the GPS satellites orbit at altitudes between 18000 and 22000 km, as-
suming a cut-off angle of 15° for GPS measurements, as usual for geodetic applications
of GPS, the base of the parallelepiped results extremely large (see fig.5.3). For instance,

| f/Z |

GPS Receiver

FIGURE 5.3: Sketch of cone representing the maximum angular aperture of the GPS
antenna assuming a cut-off angle of 15°.

if we consider a satellite altitude of 18000 km, we obtain a base for parallelepiped of
1.8 x 10°km? that is oversized if compared to that of Mt. Etna area, which is about
7.5 x 103km?. Since we are only interested in the neutral atmosphere and also because
the ionospheric GPS delay is eliminated by a “iono-free” linear combination, we reduced
the dimension of our system, “shifting down” the satellites ideally along the directions
connecting them with the GPS receivers. The new satellite coordinates (here called syn-
thetic coordinates) result from the intersection between the straight line joining satellite
and receiver with the ellipsoid 10 km away from the Earth ellipsoid (fig.5.4). According
to this model, we "reduced” the height of satellites to 10 km above the Earth ellipsoid
inside a parallelepiped with a base of about 70 x 70(4.9 x 103)km?2, which is close to the
dimension of Mt. Etna area. Therefore the geometrical distance between the satellite
S and the receivers R will not be the real one, but depends on the new coordinates of
satellite. The reduction of the height of GPS satellites led to suppose that tropospheric
delay is due only to the first 10 km of atmosphere (troposphere) and not to all neutral
atmosphere (troposphere and stratosphere), which extends as far as about 50 km above
sea level. This seems a reasonable assumption, because the troposphere contains about
90% of the air mass and 99% of water vapour of atmosphere, which is the main source
of the atmospheric delays for the GPS EM waves [Essen and Froome, 1951]. After

a preliminary processing of GPS data, performed by using GAMIT software [Herring
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FIGURE 5.4: Scheme of satellite projection from the actual position A(za,ya) to
the positions A’(za/,y4:) and A”(2}.y’s) relatively to the stations B(xp,yp) and
C(z¢, yo) respectively.

et al., 2010], we carried out the statistical study of the residuals. In order to discard
bad quality data, a selection of datasets is performed by inspecting the undifferenced
LC phase residuals for each satellite-receiver pair. The statistical analysis of residuals
is a good approach to evaluate the quality of data and guides their selection [Bruno
et al., 2007]. According to the results of this analysis we filter the data set assuming
a threshold value for residuals of two standard deviations of the data set. The filtered
data have a Gaussian distribution of the residuals centred in zero and with standard
deviations of about 6 mm; based on previous studies [Bruno et al., 2007] we consider

that the data set now has a good quality.

5.3.2 The adopted atmospheric model

In SIMULPS12, the distribution of wave velocity is computed on knots of a three-
dimensional grid, in which velocity varies continuously in all directions, with linear
interpolation among knots [Evans et al., 1994]. Knots are defined by the intersections
of a set of planes in three orthogonal directions, one horizontal and two vertical. The
a priori model we used is characterized by a grid in which velocity of EM waves in the
atmosphere varies only with respect to the altitude. According to the equations 2.61 and
2.62, the EM waves velocity depends on refraction index n, excluding the imaginary part
of the refractive index that indicates the amount of absorption loss when the EM wave
propagates through the material. Since the refractive index is related to the refractivity
N by the eq. 2.68, that led to eq. 2.75, we can express EM waves velocity through the

following expression:
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c 109
== — 1
YT T N6 (5.15)
Rewriting the equation 2.75:
N = ]ﬁ*Z _|_k,)72 +k3T2 u (5.16)

and as already mentioned earlier, pg is the partial pressure of dry air (expressed in [hPa]),
T is the atmospheric temperature (expresed in [K]), p, is the partial pressure of water
vapour (expressed in [hPa]),while the empirical constants ki, ko, k3, have the numerical

values of table 2.4.

N = k —|— k‘z + k3 (5.17)

By applying the 5.17 we may compute the refractivity at an arbitrary altitude. Unfor-
tunately, we do not have regular atmospheric sounding on Mt. Etna and the closest
radiosonde launches are at Trapani (i.e. about 200 km west of Mt. Etna). Thus, we
have to use models to predict pg, T and p,,, to apply the 5.17 and to determine the a
priori velocity model that we use for the tomography. In the following part of this chap-
ter we assess the models to predict pg, 1" and p,, and compare these estimations with
actual atmospheric sounding to evaluate the accuracy of these models and, eventually,

calibrate them.
Temperature distribution

As mentioned in chapter 2 section 2.3.4, the variation of temperature with height A

defined as [Saastamoinen, 1972b], [Saastamoinen, 1972a.]:

T =T, - ah (5.18)

where

_ar

== (5.19)

In the figure 5.5, a comparison between the temperature model computed through the
eq. 5.19 (black line) assuming Ty = 10, compared with the values measured from the
radiosonde launched from Trapani is plotted. We can see that, especially between 0 to 3

Km and 5.5 to 10 Km, the measured values have a slope rate close to the model values.
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FIGURE 5.5: A comparison between the temperature values computed through the
model and the measured data from the radiosonde launched from Trapani.

Between 3 to 5.5 Km, instead, a lower slope rate is measured. This example shows that
it is necessary to have information about the vertical profile of the atmosphere in order
to obtain a ”good starting model” for refractivity. However todays we do not have this
informations on Etna, although INGV research team started recently the launches of
some atmospheric balloons test. Future cooperation will allow to have the profiles of
temperature, pressure and moisture needed. For the present study in the SIMULPS
approach, we used the "Normal Temperature and Pressure” (NTP) reference conditions
(20 [°C], 293,15 [K] and 1013.25 [mbar]) to compute the values of variables at each
altitude.

Pressure distribution

To calculate the pressure distribution within the troposphere, the following equation
(the Barometric formula) relates atmospheric pressure p to altitude h, according to the

eq. 2.95 [Saastamoinen, 1972b|, [Saastamoinen, 1972a.|:

Mgg

Ty — ah\ Ea
p=po <0T> (5.20)
0

where pg is the pressure value in [Pa] and 1y is the atmospheric temperature in [K]
recored at sca level, avis the normal lapse rate of temperature with clevation (6.5 [K/m)),
h is the height on which we want to calculate the pressure value [m], g is the gravity
at the surface of the Earth (9.7867 [m/s?]), R is the universal gas constant (8.31447
[J/(mol- K]) and My is the molar mass of dry air in (0.0289644 [kg/mol]). For the same
reasons as above, the value of pressure was set to NTP reference conditions equal to
1013.25 [hPa]. We compare the results with those sampled from the Trapani radiosonde
(Fig. 5.6). As expected, for the reasons discussed in chapter 2, the comparison between
modeled and measured data shows a good agreement. For our purposes, it isn’t necessary

that the water vapor pressure at eight h is well known, while it is more important to
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FIGURE 5.6: Plot of the atmospheric pressure versus altitudes: the line represents
the theoretical atmospheric pressure, the crosses represent the values measured by the
radiosonde lunched at Trapani.

estimate a possible variation range for that pressure values. Since the highest value of
water vapor pressure at each height h corresponds to the saturated water vapor pressure,
the water vapor pressure e is calculated starting from a relative humidity value of 100

%, using the Clausius-Clapeyron expression:

e= % esat(t) = %6.1094 - T3 03 (5.21)
where: H is the relative humidity (%), ¢ is temperature in [°C| and e, is the saturated
water vapor pressure in [hPa| at the temperature ¢. From the equation 5.17 we are able,
now, to evaluate if the refractivity field (and consequently the wave velocity) recon-
structed through the tomography is realistic. We may consider the two limit situations:
the first called dry condition (which estimate the refractivity by using only the first
term of the equation 5.17) and the second called saturated condition (which estimate
the refractivity by using all the three terms of the equation 5.17). Thus, it is possible
to calculate the refractivity and consequently the propagation velocity of radio waves
corresponding to different heights from sea level, for the two extreme conditions: dry
and saturated. Figure 5.7 shows the two refractivity profile (dry and wet), compared
with the samples of radiosonde.

All the values of refractivity estimated by using the radiosonde data are inside the
computed refractivity range. We use the values of dash line of figure 5.7 as a priori
atmospheric model in the inversion. These values in fact have been obtained assuming a
dry atmosphere. Table 5.1 shows a detail of values computed trough the model described

above.
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FIGURE 5.7: Refractivity values vs. height. The crosses represent the refractivity
values of radiosonde. The dash and continuous lines represent the refractivity limit in
dry and saturated conditions.

5.3.3 Grid fixing

In SIMULPS knots where the velocity is computed are defined by the intersections of a
set of planes in three orthogonal directions, one horizontal and two vertical. Typically the
planes are closely spaced in the center of the target volume, where the most rays should
be, and more widely spaced in the periphery. A critical aspect of this parameterization
is the placement and the spatial density of knots within the volume to be imaged (in
our assumption a parallelepiped). To fix the position of the parallelepiped in the space
we set a layer (71) tangent to the ellipsoid in the point of coordinates 37.75° N 14.99°
E (the projection of the central crater of Mt. Etna on the ellipsoid). Then we calculate
the parallel plane 10 Km from 7} (called 72 ). These two planes define respectively the
base and the top of the parallelepiped containing the portion of atmosphere we want
to study. Many tests were made to fix the position of the planes, both horizontal and
vertical, within the parallelepiped because the problem of choosing an acceptable nodal
distribution is not unique [Evans et al., 1994]. To fix the knots we use four parameters:
the KHIT, defined below, the derivative weight sum (DWS), the resolution (RS) and the
most important spread function (SF). The KHIT represents the number of ray paths
running near the considered knot, it gives information about the density of rays near the
knot but it is an un-weighted count; this parameter is important to evaluate immediately
the goodness of the grid and to fix a cut off value below which the knot must be excluded
from elaboration. The DWS provides an average relative measure of the density of rays
near a given velocity knot, this measure of ray distribution is superior to an unweighted
count of the total number of rays but it is influenced by a model parameter, since it is
sensitive to the spatial separation of a ray from the nodal location [Toomey and Foulger,
1989]. The magnitude of DWS depends on the selected step length of the arc connecting
the start and end points, smaller step lengths yield larger DWS, therefore DWS provides
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Height[m] | Temp.[K] | Temp[°C] | Press.[hPa] | e sat[hPa] | N(max) | N(min)
0 293.15 20.00 1013.25 23.33 369.97 | 262.35
400 290.55 17.40 967.56 19.83 346.49 | 253.41
800 287.95 14.80 923.54 16.80 324.89 | 244.64
1200 285.35 12.20 881.15 14.19 305.00 | 236.04
1600 282.75 9.60 840.35 11.94 286.69 | 227.62
2000 280.15 7.00 801.09 10.01 269.80 | 219.38
2400 277.55 4.40 763.32 8.36 254.21 | 211.32
2800 274.95 1.80 727.00 6.95 239.80 | 203.46
3200 272.35 -0.80 692.09 5.76 226.46 | 195.78
3600 269.75 -3.40 658.54 4.76 214.10 | 188.29
4000 267.15 -6.00 626.32 3.91 202.62 | 181.00
4400 264.55 -8.60 595.38 3.20 191.94 | 173.90
4800 261.95 -11.20 565.69 2.61 181.98 | 167.00
5200 259.35 -13.80 537.20 2.11 172.67 | 160.29
5600 256.75 -16.40 509.89 1.71 163.96 | 153.77
6000 254.15 -19.00 483.70 1.37 155.79 | 147.44
6400 251.55 -21.60 458.61 1.09 148.11 141.30
6800 248.95 -24.20 434.58 0.87 140.87 | 135.35
7200 246.35 -26.80 411.58 0.69 134.03 | 129.58
7600 243.75 -29.40 389.57 0.54 127.57 | 124.00
8000 241.15 -32.00 368.52 0.42 121.44 | 118.59
8400 238.55 -34.60 348.40 0.33 115.62 | 113.36
8800 235.95 -37.20 329.18 0.25 110.08 | 108.30
9200 233.35 -39.80 310.82 0.19 104.81 | 103.42
9600 230.75 -42.40 293.29 0.15 99.78 98.70

10000 228.15 -45.00 276.57 0.11 94.98 94.14

TABLE 5.1: The refractivity values computed trough the model. Height, tempcerature,
pressure and saturated water pressure are used to compute the refractivity values in
dry (N min) and saturated (N min) conditions.

only a relative measure of the ray distribution. The RS provides the weights utilized in
the averaging process of model parameters to estimate. An instructive way to examine
the RS matrix is to plot the elements of the matrix in the three space of the study
volume. For simultaneous inversion with hundreds of knots, it is impractical to examine
pictorially these elements for each knot. The definition of a spread function (eq. 5.22)

provides a synoptic view of RS [Toomey and Foulger, 1989]:
1 L s\
Sj=log |— Y (’”) Dji (5.22)
Sjj <=1 \ 8

where s is an element of the RS matrix, N is the number of the parameters, Dj;, (eq.

5.23) is the distance from j-th to k-th knot.
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Dj, = \/(l‘k —25)% + (yk — vj)* + (2 — 25)? (5.23)
Several configurations were tested to determine the best knots position (table 5.2), ana-
lyzing for each of them the values of KHIT, DWS and SF. In a series of test inversions,

the horizontal and vertical separation of knots were varied from 2 to 7 Km. We fix a

H X layer [Km] ‘ Y layer [Km] ‘ Z laycer [Km] ‘ Knots ‘

Test 1 || -20-15-13-11-9, | -30-19-15 - 0,2.4.68,10 1044
-7,-5,-3,-1,1,3,5,7, | 11,-9,-7,-5,-3,-
9,11, 13,15,20 1,1,3,5,7,9,11,15,

19,30

Test 2 || -20-15-12-9.6, - | -20-15-12-9-6- | 0,2,4,6,8,10 1014
3.0 ,3,6,9,12,15,20 | 3,0,3,6,9,12,15,20

Test 3 || -50,-25- 250,-25-16-12,-8, | 0,2,4,6,8,10 1014
16,-12.-8 - -4.0,4,8.12,16,25
4.0,4,8,12,16,25,50 | 50

Test 4 || -20,-15,-10- 20,-15-10- 0,2,4,6,8,10 186
5,0,5,10,15,20 5,0,5,10,15,20

Test 5 || -40,-20-12- 230,-16.- 0.2.4.68.10 378
6,0,6,12,20,40 8,0,8,16,30

Test 5b || -40,-20,-12- ~40,-20,-12 - 1,4,7,10 324
6,0,6,12,20,40 6,0,6,12,20,40

Test 6 || -30,-14- 230,14, 1,3.5,7.0 245
7,0,7,14,30 7,0,7,14,30

Test 6b || -30,-14.- "30,-14.- 2.357.9 245
7,0,7,14,30 7.0,7,14,30

TABLE 5.2: Knots positions performed to fix the optimal grid spacing. In the first

column the number of test, in the second, third and fourth columns the values (in km)

of layer positions with respect to the origin of the system are reported. In the last
column the number of the knots for cach test.

KHIT threshold value of 9, i.e. the knots touched less then 9 rays, are excluded from
the inversion. The results of simultaneous inversion for all the nodal configurations are
better for larger grid spacing. We chose a configuration grid having 245 knots (Test 6b
in table 5.2). Concerning to the horizontal layers, we fix them at 2, 3, 5, 7, 9 Km above
the ellipsoid level. The layers better configured for the inversion are the upper layers,
specifically the layers at 5, 7 and 9 km from the ellipsoid level. Figure 5.8 shows a plan
view of the knots produced by the vertical planes intersection. Moreover, the values of
DWS vary substantially from a layer to another with the biggest values in the upper
layers. As the value of DWS depends on the step length of the ray-path, in these tests
we fix the value of DWS equal to 0.1 [Km]. Fig. 5.9 shows the value of DWS versus

SE. Because well-sampled knots have a large value of DWS versus a smaller values of
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F1GURE 5.8: Plan view of the knots fixed for tomographic inversion.

SF, as a threshold of adequate resolution [Toomey and Foulger, 1989] we chose a spread

function value of 2 as an upper limit of well-resolved knots
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FIGURE 5.9: Plot of DWS versus Spread Function; this highlights a clear change of
trend around the SF valuc of 2.

5.3.4 Tests

Omne of the aims of this work is to evaluate if the actual configuration (i.e. number

and position of satellites, stations and knots) is suitable to obtain the “corrections”

with respect to the starting velocity model, to obtain the tomography. To this end, we

carried out a few tests, by assuming a set of “structures” (i.e. volume in which the

velocity of waves varies from the surrounding space) of well-defined shapes (e.g. points,

cube, checkerboard). The tests aimed to verify if the software is able to identify the

structures by inverting the theoretical travel time obtained as direct computation by
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SIMULPS12 software (i.e. the “synthetic travel times”). The “synthetic travel time” is
computed taking into account the presence of the anomalies. We tested three different

GPS network configurations, with 15, 30 and 90 GPS receivers. The configuration with
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FIGURE 5.10: Plan view of the three GPS network configurations studied: a) GPS

permanent network until the first quarter of 2007; (b) GPS permanent network until

2012; (c) configuration with 90 stations built of permanent stations and the entire
benchmarks now existing on Mt. Etna.

15 stations corresponds to the permanent GPS network until the first quarter of 2007
(Fig.5.10a), while that with 30 stations corresponds to the permanent GPS network
until 2012 (Fig.5.10b). The configuration with 90 stations is an ideal network that in-
cludes both permanent stations and the whole benchmarks now existing on Mt. Etna

(Fig.5.10c). In the tests with 15 and 30 GPS receivers, two GPS satellite spatial config-

38+ r 38 r

37.9

37.91

37.8+

37.8

37.7

37.71

37.6+

37.6+

37.5

37.5

37.4 37.4-

373, " . . - 373,

T T T T T T T T
14.7 14.8 14.9 15 15.1 15.2 15.3 14.7 14.8 14.9 15 15.1 15.2 15.3

FIGURE 5.11: Plan view of GPS satellites shifted down positioning relevant to the two
random days analyzed in the tests.

urations were analyzed in order to investigate the variability of the well-resolved knots
(and consequently the well-resolved area) with satellite positions. Results are reported
in two different ways: the first is numeric, the second is graphic; in the latter the ob-

tained values are overlapped with the spread function. Before starting elaborations, it
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is necessary to calculate the damping value for each elaboration. This value is selected
empirically, by running a series of single iteration inversions aimed at exploring a wide
range of damping values, and plotting data misfit versus model variance. We obtain a
concave roughly hyperbolic trade off curve and the value of damping is selected on the
maximum variation of slope curve (see fig. 5.9).

Since we want to investigate the atmosphere anomalies, we assume that these anomalies
don’t change for a time shorter than 30 minutes; this allows us to increase the number
of observables of three times because we consider the satellite position 15 minutes be-
fore and after the fixed time. The position of satellites is obtained by reading the IGS
precise ephemeris, which are provided with a sample rate of 15 minutes and an accuracy
of about 5 [cm]. The satellite positions are then projected according to the procedure
explained above; the results of this procedure, for the two selected days are shown in
figure 5.11.

The first analyzed configuration includes 15 stations and 8 satellites, which imply 360
observables. figure 5.12a and 5.12b show the contour plots of the SF values of 2 and
2,5 (solid and dash line respectively) in the investigated area for the two configuration
of satellite positions. We visualize data using a ”natural neighbor” griding method.
Differences between the spread function shapes are due to a different GPS satellites
placement of the two investigated situations. The graphs reported on figure 5.13 and
5.14 show the values of the velocity, for the models relevant to the three well-defined
shapes (e.g. points, cube, checkerboard) and the tomographic inversions, respectively.
Obviously, as the inversion value to the model one is closest, as the result of the to-
mography to describe the actual structure is more suitable. fig. 5.14 reports the results
as maps of gridded values for different layers, at different elevations. As visible in Fig.
5.13 and 5.14, the tomography provides information about the presence of atmospheric
anomalies in the studied area, although the quality of the information is different by con-
sidering the different structures. In the inversion of the “point” and “bubble” structure
scheme, for instance, the tomography produces a sort of “reverberation” of the anoma-
lies in the adjoining layers but the maximum magnitude of variations are revealed in the
right places. The test on the “checkerboard” structure clearly shows that inside places
where SF is less than 2 the anomalies were well resolved, while outside the anomalies
becomes blurred and unrecognizable. Furthermore, this last test shows that the image
quality increases with the altitude of the considered layer.

The second analyzed configuration includes 30 stations and 8 satellites. In this case we
may use 720 observables to compute the tomographic inversion. Fig. 5.15a and 5.15b
show a plan view contour plots of the SF in the investigated area for the two configura-
tions of satellites position. In accordance with the higher number of observables with
respect to the case of 15 stations, the Fig. 5.16 and 5.17 suggest a better reconstruction

of the anomalics. Although the reverberation of the anomalics in the adjoining layers is
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FIGURE 5.12: Plan view contour plot of the SF values obtained with 360 observables

(15 stations), using the satellites spatial configuration reported: (a) in figure 5.11a, (b)

in figurc 5.11b. The solid lines represent the contour plot of the SF values 2, the dash
lines, instead, SF values equal to 2,5.
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FIGURE 5.13: Results of the tests used to asses the tomographic inversions. On the

abscissa axes are the i.d. number of the knots, according to the software criteria. On

the primary axes the velocity values and on secondary axes the SF values (green points).

The plots show the comparison between expected EM wave velocity (red points) and

tomographically inverted velocity (blue points) obtained by using 360 observables (15

stations) and the spatial configuration reported in Figure 9.a. for the three shapes (e.g.
points, cube, checkerboard).
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FIGURE 5.15: Plan view contour plot of the SF values obtained with 720 observables

(30 stations), using the satellites spatial configuration reported: (a) in figure 5.11a, (b)

in figurc 5.11b. The solid lines represent the contour plot of the SF values 2, the dash
lines, instead, SF values equal to 2,5.
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FIGURE 5.16: Numeric results of the test used to asses the tomographic inversion. On

the abscissa axes are the i.d. number of the knots, according to the software criteria. On

the primary axes the velocity values and on secondary axes the SF values (green points).

The plots show the comparison between expected EM wave velocity (red points) and

tomographically inverted velocity (blue points) obtained by using 720 obscrvables (30

stations) and the spatial configuration reported in Figure 5.11.a. for the three shapes
(e.g. points, cube, checkerboard).
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FI1qURE 5.17: Tomographic images of the same results reported in Figure 5.16. Each
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values less than 2.
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still present with the same magnitude of the previous case, the reconstructed values at
different knots are generally closer to the model values than the previous corresponding
tests. Furthermore, the contours of the spread function (Fig. 5.15a and 5.15b) are wider
than those reported in Fig. 5.12a and 5.12b respectively.

As concerning the “checkerboard inversion” in Fig.5.17, we can confirm the right choice
for cut off value of spread function adopted. For 720 observables case, we have a sub-
stantial improvement of the reconstructed anomalies. In fact, comparing Fig. 5.17 and
Fig. 5.14, we can see a better overlapping of the reconstructed knots value with respect
to the model knots value.

As a last test, we check the maximum input data that SIMULPS12 may process. In
this case, we assume to process information provided by a configuration that includes
90 (Fig. 5.10c) receivers and 8 satellites. Although this test may be considered an
“unrealizable test case” this is useful to understand the limits of the adopted software.
The number of obtaining observables is about 2160 but SIMULPS12 can process a max-
imum of 1800 observables, so we delete data having greater value of residual until 1800
observables remain. Fig. 5.18 shows a plan view contour plots of the spread function
in the investigated area for the processed configuration. The reconstructed values from
this simulation are shown in Fig. 5.19 and 5.20. The reverberation of the anomalies in
the adjoining layers is still present with the same magnitude of the previous cases. The
value of reconstructed knots is still different from the real value and equal to the values
found in the previous case. Even if the number of observables is much higher than the
previous simulations, the growth of the area covered by the contour plot of the SF is
not comparable with the increase of number of the receivers. This test suggests that,
if we extend the number of receivers up to a lot of dozen, the increase in RS is lower
compared with the cost of the survey and the computational efforts. The tests above
described led to the conclusion that the value of 2 can be assumed as upper limit of the
quality of the results, as the test on the checkerboard structure, reported on Fig. 5.17,

shows.

5.3.5 Discussion

The main problem with the SIMULPS approach has been to adapt the seismic software
to a atmospheric problem. In particular the main critical points are the GPS satellite
shifting down, which was nccessary to reduce the base of the investigated arca, and the
definition of 3D grid.

We have tested three different network configurations with 15, 30 and 90 GPS receivers
respectively. Results of the tests show that the dimension of the well resolved area

of tomographic images increases with the increasing number of GPS receivers but, in
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FIGURE 5.18: Plan view contour plot of the SF values obtained with 1800 observables

(90 stations) using the first satellite spatial configuration reported in Figure 5.11a. The

solid lines represent the contour plot of the SF values 2, the dash lines, instead, SF
values equal to 2,5.

the last configuration with 90 GPS receivers (where the number of observables is much
higher than the previous simulations) the growth of the area covered by the contour plot
of the SF is not comparable with the increase of number of the receivers.

The test was also aimed to fix the a priori atmospheric model and the critical values
of main parameters involved in the tomographic inversion as SF. Unfortunately, we
realized that the use of SIMULPS did not give good results for these purposes. About
the sensitivity of SIMULPS, indeed, although it is considered a milestone for seismic
tomography, this software doesn’t seem suitable for studies of the atmosphere . The
changes that we may expect in the atmosphere, consistent with the studied physical
model, can not be revealed by SIMULPS because they are too small of three order of
magnitude. Nevertheless, the work carried out to retrieve the three anomalies and the
results obtained applying SMULPS at atmosphere are important for many aspects. In
any casc results of the test on the number of stations and their disposal, and results of the

test on the number and location of voxels, are still valid. Moreover we could demonstrate
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FI1GURE 5.19: Numeric results of the test used to asses the tomographic inversion. On
the abscissa axes are the i.d. number of the knots, according to the software criteria. On
the primary axes the velocity values and on secondary axes the SF values (green points).
The plots show the comparison between expected EM wave velocity (red points) and
tomographically inverted velocity (blue points) obtained by using 1800 observables (90
stations) and the spatial configuration reported in Figure 5.11.a. for the three shapes

(c.g. points, cube, checkerboard).



Chapter 5. The GPS tomography 166

2.998
2.997
.99
2.995
2.994
—2.988
—2.987
—2.983
—2.982
~2.981
-2.98

©
J5i
S
E 5
O §
£ 3
O x
X
(&)
(4)]
= T
O
(@)
=
©
9
[&]
>
7
[ =
[}
d
O
0
0
-}
o
)
o
[@]
=
©
2
[&]
2
%
c
(o]
(&)
&
g
c
(@]
o

Model

FI1GURE 5.20: Tomographic images of the same results reported in Figure 5.19. Each

reconstructed image shows moreover the spread function contour plot. Dashed lines

surround area with SE values less than 3, while continuous lines surround area with SF
values less than 2.
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that the spread function is an irreplaceable tool for recognizing ”good” or "bad” areas.
Finally we have become familiar with the sensitive parameters for proper tomography
and we have built an atmosphere model that can be used for more advanced studies, as
reported in ... where a new code is presented, written for tropospheric tomography on

the basis of the acquired experience and results.

5.4 MATLAB approach

The experiences and knowledge gained in the previous section were used for developing
the tropospheric tomography software designed and implemented entirely in the context
of this PhD. The development environment chosen for this purpose is MATLAB.

MATLAB, which name stands for MATrix LABoratory, is a technical computing envi-
ronment for high-performance numeric computation and visualization. MATLAB inte-
grates numerical analysis, matrix computation, signal processing, and graphics into an
casy-to-usc cnvironment where problems and solutions arc cxpressed just as they arc
written mathematically, without much traditional programming. We used MATLAB
in order to acquire, computing and illustrate the GPS atmospheric data to obtain a

tomography results.

5.4.1 The code

We suppose that the best way to explain how the software works is to show a simplified
flow chart of the code. We want to emphasize again that the scheme has been traced
starting from the SIMULPS experience. The need to rewrite the code allowed us to
better understand the algorithms and problems related to the computation of tomogra-
phy. In the future we hope to deeper understand this technique and apply more efficient
resolution algorithms . The figure 5.21 is a summary, by sectors, of the code wrote
during this PhD. We compose a conceptual flow chart of the software and added some

numerical references to explain the blocks separately.

1) The geometry

The first few lines of code, not shown in the figure, are to specify the day and time
that we want to elaborate. In general, to solve any inverse problem, it is necessary
to know the geometry of the investigated system. As explained in chapter 3, GAMIT
elaboration produces different output data, most of them are used in the tomography.
Unlike other output data that are at higher frequency, GAMIT output for GPS receiver
position consists in a daily solution. Other methods exist for estimating the position of

a GPS station with different frequencies, however, for our purposes, this data frequency
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FI1GURE 5.21: The flow chart of the software developed during this PhD

is sufficient. The GPS receiver positions, together with their errors, were read auto-
matically from GAMIT output data file and located in the workspace of MATLAB. A
typical errors in the precise daily position for each GPS receiver are shown in table 4.3.
Together with the receivers, the satellite positions must be imported too. GPS satellite
positions can be obtained in two ways: the first is to download an ASCII file (*.SP3)
containing the data calculated from IGS site, the second way consists to read the *. DPH
files coming from the output of GAMIT. Although the seconds are computed from *.SP3
files, the *.DPH files contain also the LC-undifferenced phase residuals that have been
used in chapter 4, sec.4.4. As regards the position of the satellite, the main difference
between the SP3 and a DPH file is that: the SP3 file contains the precise ephemeris,
that is the coordinates of all GPS satellite with a frequency of 15 minutes and an error
of 5[cm]; instead the DPH file contains the position of the linked satellite at each epoch
(30 s). GAMIT interpolate data, according with Keplerian parameters, giving back the

azimuth and elevation of satellite. Figure 5.22 shows an example of a *.DPH file.

The script to load the *.DPH files was wrote for the purposes of chapters 3 and 4. The

satellite positions were read, converted in cartesian coordinate with respect to the GPS
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* Clock information for site BRON receiwver LEI . PEN 12
* Epoch L1 cyoc L2 cwo Pl cyc FZ cyc LC cyoc LG cyo FC cwyo WL cyo N cyc L3V Azimuth Elev PF

1 -33.13 —40.43 2.54 0.16 —-4.127 -29.00 5.91 -6.93 -95.14 11 102.3088 32.1206 1
2 -30.15 -38.49 2.25 1.23 -0.418 -29.73 3.29 =7.90 -76.86 11 102.5090 31.9583 1
3 -1.13 -1.47 2.24 1.99 0.043 -1.17 1.75 0.15 -4.59 11 10z.7085 31.7955 0
4 -1.17 -1.52 1.78 z.16 0.031 -1.z20 0.z8 0.14 0.31 11 10z2.9075 31.6332 0
5 -1.22 -1.55 1.77 1.01 -0.035 -1.15 z.51 0.0z -8.91 11 103.1055 31.4705 0
[ -1.25 -1.58 1.86 0.46 -0.0z4 -1.22 3.83 -0.05 -14.13 11 103.3036 31.3076 0
7 -1.2a -1.862 0.63 o.77 0.001 -1.26 0.08 -0.1a -1.76 11 103.5008 31.1446 0
g -1.29 -1.65 -0.55 0. 40 -0.0z21 -1.27 -2.20 -0.37 4.75 11 103.6974 30,9815 0
9 -1.34 -1.72 -1.07 1.74 -0.004 -1.34 -5.18 -0.30 19.58 11 103.8934 30.8182 0
1 -1.39 -1.76 -0.03 0.57 -0.0z5 -1.36 -1.19 -0.31 1.83 11 104.0335 30.6549 0

FIGURE 5.22: An example of *.DPH file generated by GAMIT. The columns 12 and
13 illustrate the azimuth and elevation data referred to the epoch of column 1

receiver and finally conveted in UTM. At the end of this process they are located in the
workspace of MATLAB.

b)

FI1GURE 5.23: An example of the investigated volume. Measurements of the box are

49 x 49 x 10 [Km?], for a total of 245 voxels (7 x 7 x 5). a) A synoptic view of the GPS

receivers position in the test case; b) view of the East flank of Mount Etna, the blue

dots represents the centre of the voxels; ¢) view of the Sud flank of Mount Etna, the

blue dots represents the centre of the voxels; d) a Plan view of the Mount Etna, the
blue dots represents the centre of the voxels.

To fix the geometry, it is now necessary to specify the characteristic of the tomographic
volume. In particular, the center and the dimensions (length, width and height) are
inputs of the operator. According to the tests carried out by using SIMULPS, we will
use the same grid above. Thus, the geometric approach is the same compared with the
SIMULPS tests: the dimension of the box are 49 x 49 x 10 [Km?], for a total of 245 voxels
(7 x 7 x 5). Figure 5.23 shows the investigated tomographic volume. The voxels are
placed in the investigated geographical of Mount Etna area and numbered in progressive

way from south to north and from west to est, starting from the lower layer.
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2) Atmospheric model

There are not difference in the determination of the atmospheric model with respect
to the tests with SIMULPS but the way to initialize the parameters is different. We
created a database by using the values of pressure, temperature and humidity collected
from the weather station placed at the Physic Department, Laboratory of environmental
physics, University of Catania. The humidity data are collected with a precision of + 1
%, the atmospheric pressure data of = 0.1 [hPa]%, and the temperature of £ 0.1 [°C].

The database is organized in columns containing: hour, minute, second, day, month,
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F1GURE 5.24: The 12 August 2011 atmospheric data values from 9 to 11 a.m. The hu-

midity (a), pressure (b) and temperature (c) data have been collected from the weather

station placed at the Physic Department, Laboratory of Geophysics and physical envi-
ronment, University of Catania

year, pressure / humidity / temperature value, time (in [s]) from the first of January of
the chosen year. Each year consists of 3 files loaded in the MATLAB workspace. As
the epoch in which we want to obtain the tomography is set, the software extracts the
atmospheric data from the database. If the intersection of the choice epoch and the
meteo data point returns null value, the values of pressure, temperature and humidity
are obtained by linear interpolation of the two closest values. Figure 5.24 shows an

example of the extracted data.
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The extracted values are used to compute the refractivity profile according with the
equation 5.17 and in general following the procedures of sect.5.3.2. We have chosen to
use the atmospheric parameters recorded by a weather station above sea level in order
to start the tomography with a better atmospheric model (in a different way respect
to the section 5.3.2). The future perspective is to use data from weather balloons, if

available, otherwise those of the ground stations. Figure 5.25 shows the wet refractivity

WET Refractivity Model
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a0 |-

7000

Actual wet

6000 |-

100% wet

5000

Heigth [m]

4000

3000

2000 |

| |
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FIGURE 5.25: Three profiles are reported: the first is computed through the actual

atmospheric data, the second assuming that the humidity value is always maximum, the

third with zcro humidity. The black stars imposed over the actual wet profile represents

the values of refractivity associated with the layer of the volume builded in the previous
section.

profiles. By using the equation 5.17 and the atmospheric data, we compute three differ-
ent profiles: the first assuming that the humidity value is always maximum, the second
is calculated with the actual atmospheric data and the third is zero because from zero
humidity assumption. Since the refractivity profiles will be used for the tomography, it
is necessary to associate at cach voxcel a valuc of wet refractivity. A layered model for
the refractivity field is used, for this reason the refractivity values will be calculated only
along the z. The black stars imposed over the actual wet profile represents the values of
refractivity associated with the layer of the volume build in the previous section. The
error was calculated by using the error propagation equation applied to the 5.17.

However, along with the profiles that we have calculated, another refractivity profile
called "perturbed profile” is computed. The reason why we need also this "perturbed
profile” will be explained later. The anomalies are obtained perturbing the refractivity
value of randomly choice voxels by MATLAB. The maximum magnitude of the pertur-
bation is fixed by the user as a percentage of the difference between the limits of the

refractivity profiles in the considered layer (derived from figure 5.25). Figure 5.26 shows
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an example of the refractivity induced by MATLAB. Dash lines represent the range of

the wet refractivity limits, the dash dot line instead is the perturbed refractivity induced
by MATLAB.
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IGURE 5.26: The wet refractivity anomalies induced by MATLAB. Dash lines repre-

sent the range of the wet refractivity, the dot line, instead, are the refractivity perturbed

values induced by MATLAB.

Together with the refractivity random model, we introduce three different refractivity

structures (as assumed in the previous section):

e the point model in which the variation of a single voxel is computed. The maximum

magnitude of the perturbation is fixed by the user but, the number of choice voxel

per layer is random;

the bubble model in which the variation of eight neighboring voxels is computed.
The variation is fixed by the user by choosing their numbers of voxel and the

percentage of variation with respect to the admitted range;

the random model in which the code establishes how and how many voxels must be
varied, the user chooses only the maximum percentage of variation with respect
to the admitted range. This is an evolution (complication) with respect to the

"previous checkerboard” structure.
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3) The Design Matrix calculation
The discretization of Slanth Wet Delay is defined by the equation 2.136, that we write

again:

Nvox

J=1

Thus, to determine the refractivity field, distances covered by the signal in each voxel
must be determined (A;;). Given the voxel of the current GPS station along with the
azimuth and elevation angle of the satellite, we can determine the signal path. For the
cstimation of distances in cach voxcl of the grid, the softwarc works on a single couple
receiver-satelite and iterates the procedure for the number of satellite and antenna pairs
previous selected. This is done through a MATLAB function which is shown in the

figure 5.27 as example.

§
T

155
475 48 485 48 495 5 505 51 515 52 525
x10°

FIGURE 5.27: 3D view and prospects of the intersections between satellite-antenna
pair and the voxels.

For each couple of satellite and antenna pair, the software determines the start and
the end points in the tomography volume. The coordinates of the intersection between
the segment and all the planes inside the tomographic volume are computed and are
loaded in a temporary matrix, organized and filtered. Finally, for each crossed voxel,
the segment length is computed and loaded in the design matrix (A;;). For each ray
path the determination of the segment length (distance) runs until the ray goes out of

the grid either on its top or crossing its boundary. The latest observation is important
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when we want to write observation equations that can be subdivided in the following

two categories:

e rays that leave the grid on the top,

e rays that leave the grid crossing the boundary.

Referring to the first group, we use the equation 2.136. As regards the second, instead,
ZWD is influenced only by a thick layer of 10 Km from the Earth surface and, in this
volume, we can find all the water vapor of the atmosphere. Since we compute the
tomography in a limited space and there is no way to separate the part of the measured
GPS ZWD collected inside or outside the investigated volume, rays that leave the grid

crossing the boundary, are excluded.

4) Synthetic data for the parameters adjustment

This block of code is very important because, along with the next block, allows to fix a
fundamental parameter for tomography: the damping value. During the test phase also,
we create synthetic variables useful for the tomography. The variables calculated in this
block were obtained using models created in block 2. To facilitate reading, let’s start by
saying that the synthetic quantities calculated are three: the SWijeay, the SWieriyrbed
and the SW,,sisc.

The SW¢jeqn has been obtained through the discretization of the slant wet delay, defined

by the equation 2.136, which can be written for our purpose as:

Nwox

(SWclean)i = 10_6 Z A’L’j(Nactual>j (525>
j=1

where (SWeiean )i represent the Slanth Wet Delay value (in [m]) of the i-th ray inside
the tomography volume, A;; is the design matrix computed in the block 3 and Ngcrya
represents the refractivity profile, called ”actual wet”, of the block 2.

The variable SWie,turveqd has been obtained through the following equation:

Nwox

(SWperturbed)i - 10_6 Z Aij(Npertu'rbed)j (526>
j=1

where (SWyerturbed)i represents the perturbed slant wet delay value (in [m]) of the i-
th ray inside the tomography volume. Indeed, coming from Npe,turbed: SWperturbed it
contains the effect of the perturbation on SWD, by assuming that we choose the shape

of perturbation from thosc itemized in the point 2. This variable has a key role in the
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choice of the damping factor.

The variable SW,,pise has been obtain from SWye,turpea as:

SVVnoise = SWperturbcd + noise(%, 7’LO’) (527)

adding a noise to simulate the GAMIT output data: Typically the errors of GAMIT on
SWD is about 5 % of value. To generate the noise we start from a series of numbers
normally distributed (1 = 0,0 = 1) having the same size of SWyerturped array, modified
according with the user entry. The user, in fact, can fix the percentage (respect to
SWherturbed) of noise and the no, that is how many o within the dispersion of the noise

has to be limited.

15 T T T T T T

noise

SW__

0 ! I i ! | L
0 02 04 06 08 1 12 14

perturbed '

FIGURE 5.28: The comparison between SWhyerturbea and SWieise is shown. SWigise
is obtained from SWiyeriurbea, Py adding a noise of 10% within 20

Figure 5.28 shows an example of the perturbed array by adding a noise of 10% within 2o.
To highlight the noise contribution, we plot SWerturped versus SWigise. The dispersion
of points around the first bisector is the effect of noise on the signal. Finally we calculate

ASWyninetic as the difference:

ASWsynthetic - SWnoise - SWclean (528)

Which isolates the contribution of the slant wet delay due to the perturbation. If there
are no anomalies in the troposphere, ASWy,inetic Will have zero mean. This quantity
will be used to perform the tests of tomography and to calculate the damping value in

the actual tomographies.
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5) The damping choice

As widely discussed in the section 5.2, the fact that in actual experiments a finite amount
of data is available to reconstruct a model with infinitely many degrees of freedom,
necessarily means that the inverse problem is not unique in the sense that there are
many equivalent models that explain the data. It does not make much sense to make
a physical interpretation of a model without acknowledging the errors and the limited
resolution of the model. The reason why the estimated model differs from the true model
is the non-uniqueness of the inverse problem that causes several (usually infinite) models
to fit the data. Technically, this model null-space exits due to inadequate sampling of
the model space. Moreover most inverse problems are ill-posed (partly underdetermined
and partly overdetermined) and ill-conditioned, which produce large null-spaces and
non-unique solutions. Regularization is thus needed, but there is a large ambiguity in
its choice, which reflects the fundamental difficulty that one have to faces in solving
inverse problems. Starting from the cquation 5.14 the solution always requires solving
a set of linear algebraic equations in which the parameter v allows the regularization
of the matrix and has to be fixed from user. This is what we will do in this block of
code. We will derive the parameter in two different ways: the first using the method
of L curves, the second trying to improve the estimation by a method developed during
this PhD.

A popular method for determining «y value is plot the curve:

L := (log|ly — Bz, log [|z,[[) : v = 0. (5.29)

This curve is commonly referred as the L-curve, because for many linear discrete ill-
posed problems, the graph of the curve looks like the letter ”L.”. To choose the value
of the parameter v that corresponds to the point at the ”vertex” of the L-curve, i.e.
the point on the L-curve with curvature of largest magnitude. To determine a suitable
value of the regularization a numerical approach is adopted, by computing several points
on the L-curve (250 in our study) and evaluating the curvature of the L-curve at these
points. An example of the L-curve obtained during the tests is shown in figure 5.29,
from with is quite clear that there is no a unique value for the damping factor. This led
us to look for another method for choosing the damping value. However, the estimation
of the L-curve may suggest the range in which the damping valuc should be contained.
The second method was developed for a better choice of the damping factor. Starting
from the non unique values obtained with L-curve, we focus the attention in that limited
range. To explain the algorithm for a finc tuning of the damping factor we usc figurc
5.30a. This figure shows a schematic flow chart of the algorithm. Initially we define two

arrays: "percentile” (5x1 elements) and ”damping” (nx1 elements), the first contains
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F1GURE 5.29: The L-curve computed to choice the damping factor. The solution norm
versus the residual norm is plotted. We cant choice a unique value of damping factor
for regularization.

five values of percentile, the second is a set of damping factors. The damping array
size is equal to the number of damping values we want to test during processing, in the
example 200 (from 376 to 10806), as shown in figure 5.29. Then start two nested loops:
the outer directs the array ”percentile”, the inner the array "damping”. Referring to
one loop: MATLAB routine computes the resolution matrix (R) and the refractivity
field (Neqie) by using the value of damping for the regularization of the matrix B. Then
computes the spread function for each knot. After having defined the set of best SF
valucs, we take the corresponding [2;; values. The spread function values arc filtered in
the following way: we taking into account the best values of SF, that is the values less
than the fixed percentile of the specified loop.

Then, the sum of the differences between the calculated (N.y.) and the noised (Nppise)
model knot values, normalized to the number of samples, is computed. This parameter
allow us to perform the fine tuning of the damping factor. The motivation behind this
method is that we suppose to know the true refractivity field by simulating a physically
acceptable distribution of the field of refractivity, by using the previously explained
Npoise model. In this way we evaluate, for difference damping values, the discrepancy
between the expected and the calculated refractivity field.

The procedure above explained is applied iteratively (5.30a) for five subset of SF popu-
lation, selected according the 10, 15, 20, 25, 30 percentiles. At the end of this process
we obtain the matrix called ”choice”, of nx5 elements. The matrix ”choice” is plotted
in figure 5.30b. The minimum of the curves represents the damping value to obtain the

best tomography, respect to the simulated refractivity field. Based on the experience,
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FIGURE 5.30: The method for a fine damping tuning is shown; a) the schematic flow
chart of the algorithm used too detect a better damping value; b) the plot of the curves
obtained following the idea behind

the percentile value that best represents a real case is between 20 and 25. In the choice

of the damping factor, the two curves that have a greater weight are the 20 and 25

percentile.

Finally we try to obtain a damping value without the user choice. This allows us to

automate the choice of damping without waiting for input by the user. To do this, we

calculate the mean of the curves in figure 5.30b and find the absolute minimum of the

new curve. Figure 5.31 shows the result.
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FIGURE 5.31: The mean curve obtained by the figure 5.30b.

6) The tomography

After fixing the geometry, matrices, and set the regularization parameters, tomography

is the final step of our study. The tomography, or refractivity ficld, has been obtained

trough the following points:

e ti solve the inverse matrix (A ') by using Tikhonov regularization
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e to compute Nypmo

to compute the resolution matrix R

to compute the spread function array

to choice the SF and resolution threshold

to plot the Tomography

Tikhonov regularization is the most commonly used method of regularization of ill-posed
problems, overdetermined or under determined (A may be ill-conditioned or singular).

In statistics, the method is known as ridge regression. An explicit solution is given by:

Al =(ATA+TTD) AT (5.30)

where I' is called ” Tikhonov matrix”. In many cases, this matrix is chosen as the identity

matrix I' = al, becoming

A7l = (ATA +°T)7TAT (5.31)

Where « is the fixed damping factor. This regularization improves the conditioning of
the problem, thus enabling a direct numerical solution. As previously said, we used
ASWynihetic to perform the inverse tests. Having thus calculated A~ we compute

Neaie trough the equation 5.2:

Ncalc = AilASWsynth@tic (532)

finally we obtain the tomography result with:

Ntomo = Ncalc + Nactual (533)

Let’s introduce the constraint operator matrix or parameter resolution matrix R. This
can be regarded as a weighted average filter acting on the true model perturbation
vector. It is done by using the equation 5.4. The main utility of a resolution matrix
is to provide a measure of the resolution obtainable from the data, and this measure is
based on the degree to which the resolution matrix approximates the identity matrix,
according to equation 5.6. If A is not a full rank matrix, R will not be an identity

matrix, which indicates that some parameter in the model cannot be constrained well by
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the observation and the inverse problem under such conditions is ill-posed. Figure 5.32
shows the resolution matrix R. calculated by Tikhonov method for our under determined

inverse problem.

20 40 60 80 100 120 140 160 180

F1GURE 5.32: The resolution matrix R calculated by Tikhonov method for the test.

An identity resolution matrix indicates that the model is recovered exactly and that the
inversion was perfect. Instead, if a resolution matrix is a nearly diagonal, each element
is the weighted sum of nearby values. If one parameter can be almost perfectly resolved,
corresponding row vector of the parameter resolution matrix should have the value of
unity for that parameter and zero for others. On the other hand, if a parameter cannot
be resolved at all, the row vector consists of random numbers without dominating one.
The resolution matrix describes the distribution of information for each voxel, such that
each row is the averaging vector for a parameter. The relative size and pattern of the
off-diagonal elements show how the information is smeared. For a voxel to be adequately
resolved, its resolution should be peaked and should have no significant contribution from
voxels that are not adjacent. For a synoptic way of comparing the resolution, we calculate
the spread function [Backus and Gilbert, 1967], [Menke, 1984], which compresses each
row of the resolution matrix into a single number that describes how strong and peaked
the resolution is for that voxel. As described previously, the spread function (SF) is
a better way to describe the resolution than by solely examining the diagonal element
since the diagonal resolution is very dependent on the grid spacing and the damping.
The spread function SF'(j) for a voxel j —th is computed from all the clements R(7, k) of

the corresponding row of the resolution matrix, weighted by their distance D(j, k) from
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the voxel, and R(j, ) is the diagonal element. This spread function is to be calculated

for j-th parameter is:

m

SF(j) = |RG NI DG, k)R, k) (5.34)
k=1

Where m represents the number of parameters. This combines two issues in evaluating
resolution: the amount of information and the amount of smearing. The first factor
makes the spread function small for voxels that have large diagonal resolution values.
The summed terms make the spread function large for voxels that have significant aver-
aging from other voxels and particularly large if the contributing voxels are more distant.
Since the spread function combines these factors, it does not have physical units, like-
wise the resolution matrix which also does not have physical units. The range of values
obtained for the same data set will vary depending on the chosen damping and grid
spacing.
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FI1GURE 5.33: Threshold fixing for spread function and resolution matrices. a) A plot

of the total length versus the spread function of the averaging vector for each of the

245 parameters. The line at SF=1 is the upper limit for values of the spread function

considered to be acceptable. b) A plot of the Resolution diagonal value versus the

spread function of the averaging vector for each of the 245 parameters. The line at

SF=1 is reported from the figure a), then a line of 20° percentile is the lower limit for
values of resolution considered to be acceptable.

Approximately, for low values of spread function the model velocity is representative of
the volume surrounding a given voxel, for moderate values the velocity may be averaging
a larger volume, and small features may not be imaged or may appear as broader features.
The highest values of spread function indicate little or no information. Figure 5.33 shows
the method used for choosing the threshold of spread function and resolution. Figure
5.33a shows a plot of the total length versus the spread function value for each of
the 245 parameters of this test. In the figure 5.33 we choose the SF=1 as the upper

limit for values of the spread function considered to be acceptable. In fact, well sampled
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voxels (largely total length) generally correspond to smaller values of SF. Then, in figure
5.33Db, a plot of the Resolution diagonal value versus the spread function of the averaging
vector for each of the 245 parameters is shown. The threshold of SF=1 is reported and
calculate the 20° percentile of the resolution voxel values. We fix the 20° percentile value

as the lower limit for acceptable resolution value. Figure 5.34 shows a typical synoptic
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FIQURE 5.34: Numeric results of the test tomograply. The red points of the upper left
and right figures represent the acceptable parameters. The bottom figure instead shows
the numerical result of tomography plotted as wet refractivity value versus number of
voxel. The dash black lines represent the physical acceptable limits for solution, blue
line is the random wet refractivity anomaly induced by NMATLAB. The green points are
all voxels in which it is possible to calculate a refractivity value. The red points, instead,
represent the refractivity values of the voxels considered to be acceptable according the
fixed threshold, in other words, the tomography’s result.

plot of the tomography. The red points of the upper left and right figures represent
the acceptable parameters and are a direct consequence of the figures 5.33. The bottom
figure instead shows the numerical result of tomography plotted as wet refractivity value
versus number of voxel. The dash black lines represent the physical acceptable limits

for solution, blue line is the random wet refractivity anomaly induced by MATLAB.
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The green points are all voxels in which it is possible to calculate a refractivity value.
The red points, instead, represent the refractivity values of the voxels considered to be

acceptable according the fixed threshold, in other words, the result of the tomography.

5.4.2 The tests phase

The procedures developed have to be evaluated by carrying out some tests to establish if
the MATLAB code is suitable to obtain the refractivity field with respect to the starting
(expected) velocity model, in order to obtain the tomography. We carried out a few tests,
by assuming a set of "structures” (i.e. volume in which the refractivity varies from the
surrounding space) of well-defined shapes (e.g. points, bubble and random). The tests
are aimed at verifying if the software is able to identify the structures by inverting the
theoretical noised slant wet delay obtained as explained in the previous sections. All
the ”structures” were tested by using the same geometrical configuration, as shown in
figure 5.35.

The configuration with 34 GPS receivers corresponds to the permanent GPS network

FIGURE 5.35: Plan view of the GPS network configuration used in the test. the black

crosses represent the voxels limit. The configuration with 34 stations corresponds to
the permanent GPS network until the first quarter of 2013.

until the second half of 2011. We decided do not using different GPS satellite spatial
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configurations, as performed in the test with SIMULPS, because the variability of the

well-resolved knots with satellite positions was investigated previously.

The "point model” test.

The first test was led with the simplest model we can imagine: a ”point model”, that
is a model in which the variation of a single voxel for each layer is applied. The user
chooses the maximum percentage change, compared to the half-distance of the allowable
physical difference (the dash lines of figure 5.34). The MATLAB code selects the voxel
and, by multiplying it by an integer between -1 and 1, reverses, cancel or leaves un-

changed the sign of the perturbation. As explained earlier, we compute SWerturpeq and
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FIGURE 5.36: Damping curve in ”point model” test. On left the L-curve computed to
choice the damping factor; on right the mean curve of discrepancy from the model

contaminate our data with a normal random noise (equation 5.27) of 10% within 20,
creating (SW,,yis). Although the high value of 10%, we decided to test the process with
errors higher than those normally returned by GAMIT output. The damping value is
choice with the help of figure 5.36, and with the procedure of point 5, section 5.3.1. On
the left of figure 5.36, the L-curve method allows us to narrow the search for the correct
value of damping. On the right, the earlier explained method, allows us, through the
scarch of the minimum, to determine the correct damping value. Applying the damping
value of 8874 we obtain the figure 5.37. Following the method explained at point 6 of
section 5.3.1, we set the threshold and colored in red the points of the upper plots of
figure 5.37.

All the important thresholds are summarized in the title of numerical tomography result
(5.37 bottom). The plots shows the numerical results of tomography as wet refractivity
value versus the number of voxel. The dash black line represent the physical acceptable
limits for solution, blue line is the point refractivity model induced by MATLAB. The
green points represent all the voxels in which we compute the refractivity value and
the red points are the results of the tomography together with the errors. The abscissa
reports the number of voxels (49 per layer in this test), we remember that the voxels

are numbered from the lowest to the highest layer, from south to north and from west
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FIGURE 5.37: Numeric results for "point model” test. The red points of the upper
left and right figures represent the well resolved points. The bottom figure shows the
numecrical result of tomography plotted as wet refractivity value versus number of voxcl.
The dash black lines represent the physical acceptable limits for solution, blue line is
the random wet refractivity anomaly assumed by MATLAB. The green points are all
voxels in which it is possible to calculate a refractivity value. The red points, together
with their crrors, represent the refractivity values of the well resolved voxcels.

to east.

The MATLAB code that creates the random anomalies, fixed two anomalies in the layer

2 and 3, respectively at 3000 and 5000 meters above sea level. The solution is very close

to the model, this is surely the best achieved goal of this procedure but not the only

one. Equally important is that all the solutions can be found within the original model,

although initially with a high noise. In addition, there are no reverberations nearby the

perturbed voxels, as it was for the SIMULPS.

The ”bubble model” test.

The second test performed is a model called ”bubble” that differs from the previous one

because the bubble is composed by 8 perturbed voxels, 4 adjacent for each layer, and

can be considered a more realistic model than the point model. Obviously this test is
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more difficult than the previous one. Also in this test, the user chooses the maximum

percentage change, compared to the half-distance of the allowable physical difference. We
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FI1GURE 5.38: Damping curve in ”bubble model” test. On left the L-curve computed
to choice the damping factor; on right the mcan curve of discrepancy from the modcl

compute the SWy e by using the same noise values and plot the damping curve in figure
5.38, finding a minimum at 4982. Figure 5.39 shows the results obtained by inverting
the SWipise. The effect of a more complex model, causes a lower damping value, then,
this causes different choice for the parameters SF and consequently R (upper plots of
5.39). The lower graph as usual, represents the results of the inversion, demonstrating
again an excellent agreement between model and computed values.

The tomography reveals the right perturbations in the right place, the discrepancy of
the anomalies between the model and the calculated values are exact in the layer at 5000
[m] and a little less in the layer at 3000 [m]. There are no reverberation in the adjoining
layers.

Caused by the error associated with the measures, this test suggest that in the future
would be useful to set the top layer (9 Km) at a lower height, since its physical variation

is comparable to the error. The result is definitely good.

The "random model” test.

The third test represents the hardest test for the software. It is called "random” and
differs a lot from the others. The water vapor moves like bubbles in the atmosphere,
so maybe, this test has no physical counterpart, rather it is convenient to evaluate the
sensitivity of the software by using such complex anomalies. The random model is thus
created: the code establishes how and how many voxels must be perturbed, then the
change of the sign and the magnitude of perturbation are applied randomly. The user
chooses only the maximum percentage change, compared to the half-distance of the
allowable physical difference. We compute the SW,,ise by using the same previous noise
values and plot the damping curve in figure 5.40. A damping value of 4363 allow us
to compute the figure 5.41.  The random model appears to be very complex (blue

line of figure 5.41), there are a lot of variations, alternately, both positive and negative.
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The red points of the upper

left and right figures represent the well resolved points. The bottom figure shows the
numerical result of tomography plotted as wet refractivity value versus number of voxel.
The dash black lines represent the physical acceptable limits for solution, blue line is
the random wet refractivity anomaly induced by MATLAB. The green points are all
voxcls in which it is possible to calculate a refractivity valuc. The red points, together
with their errors, represent the refractivity values of the well resolved voxels.
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FIGURE 5.41: Numeric results for random model” test. The red points of the upper
left and right figures represent the well resolved points. The bottom figure shows the
numerical result of tomography plotted as wet refractivity value versus number of voxel.
The dash black lines represent the physical acceptable limits for solution, blue line is
the random wet refractivity anomaly induced by MATLAB. The green points are all
voxels in which it is possible to calculate a refractivity value. The red points, together
with their errors, represent the refractivity values of the well resolved voxels.

Although so complex, tomography’s results detect the anomalies, confirming the right
choice of the threshold parameters.

In the lowest layer (5.41 = axis 1-49), unfortunately only 3 points can be well resolved.
In this layer the big changes do not intersect with the well resolved points. The only
slight variation crossed, however, could be detected. Regarding the layer to 3000 [m)]
s.lm.(5.41 x axis 50-98) however, well resolved nodes intersect three perturbations, all
perfectly revealed. This is an excellent result. The layer at 5000 [m] (5.41 @ axis 99-147)
has a close behavior respect to the layer 3000, exception for the rightmost point that
report a wrong value. Also in this layer the result is excellent . Layers 7000 (5.41 x
axis 148-196) and 9000 [m] (5.41 z axis 197-245) show no particular evidence, a small

anomaly is identified in the 7000 layer [m]. For these two layers, The most important
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FIGURE 5.42: Tomographic images of the same results reported in figure 5.37, 5.39
and 5.41. Each tomography images show only the voxels over the computed threshold.
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thing is that there are no well resolved points outside the physical range.

Above expectations, although very complex, the software is able to recover the anomalies
intersected.

Figure 5.42 reports the graphic images of the tomography results plotted in the figures
5.37,5.39 and 5.41, and already commented. The plots is divided into three parts, which
refer to the three tests (point, bubble, random). Each of the three parts is divided into
two columns: the left column represents the reference model, the one on the right the
result of tomography. The tomography images show only the voxels over the threshold,
the others are blank. Although the image doesn’t give any numeric information, they
allow to compare all tests performed in a synoptic way. According to the scheme in

Figure 5.35, we can geographically locate the detected anomalies.

5.4.3 The August 12, 2011 test case

Now we are ready to apply the methods studied in an actual case: August 12, 2011 10:00
am was chosen as a test case. Following the way of the previous tests, the damping factor
was calculated, initially by using the L-curves method (fig. 5.43 right), then in a narrow

range (fig. 5.43 left). From the figure 5.43 right, it is clear that, after the damping value
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FIGURE 5.43: Damping curve referred to August 12, 2011 test case. On left the L-
curve computed to choice the damping factor; on right the mean curve of discrepancy
from the model, computed in a narrow range.

of 5000 the model discrepancy remains fairly constant until the minimum value of 7688.
The computed tomography is plotted in figure 5.44.

As summarize in the 5.44, the SF value of 0.68 allow to resolve 58 voxels. Although
most of them are placed in the upper layers, a clear evidence of anomaly is detected
in the four well resolved points of layer 1. The layer 3 shows an indistinct cluster
of perturbed points (both positives and negatives), initially we have thought that the
scattered points distribution around the starting refractivity model was wrong. The

layer 5 does not have relevant characteristics, it’s just a little drier than the model.
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FIGURE 5.44: Numcric tomography results referred to August 12, 2011 test case. The
red points of the upper left and right figures represent the well resolved points. The
bottom figure shows the numerical result of tomography plotted as wet refractivity
value versus number of voxel. The dash black lines represent the physical acceptable
limits for solution, bluc linc is the starting wet refractivity model. The green points
are all voxels in which it is possible to calculate a refractivity value. The red points,
together with their errors, represent the refractivity values of the well resolved voxels.

The layers 7 and 9, excluding the point of exceeding the limit fixed interval, show the
same behavior as those of layer 5. If we integrate the information of 5.44, through their
georeferencing (fig.5.45), everything becomes clear. Layer 1 detects a bubble of more
dry air than the surroundings in the south-east flank of Etna, between 0 and 2000 [m]
a.s.l. (1000 represents the center of voxel). The indistinct cluster of perturbed points in
the layer 3 becomes an interesting cluster of perturbed points. It is clear that, points
that have the same behavior are side by side, demonstrating that on August 12, 2011
at 10.00 am, the north-west flank of Etna is drier than the East flank. Again the values
of side by side voxels like 66 and 72 are similar. The east flank of Etna is a little bit
wetter then the starting model. All this conclusions are referred to the volume between

2000-4000 [m] a.s.l. Layer 5 has the same characteristic of layer 3 but much smaller in
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magnitude. Layer 7 and 9 do not give relevant information, excluding the voxels 173

and 222 that are geographically overlapping and show a positive trend of water vapor

content.
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FIQURE 5.45: Damping curve in "random model” test. On left the L-curve computed
to choice the damping factor; on right the mean curve of discrepancy from the model

5.4.4 Discussion

The aim of the present study is the measuring the atmospheric anomalies by using GPS
data. Our studies start from previous achievements both on seismic tomography and
GPS atmospheric sounding for assessing a method to produce a tomography of lower
neutral atmosphere over the Mt. Etna area. Initially, infact, a software originally im-
plemented for seismic tomography (SIMULPS) has been modified. The main problem
with this approach was to adapt the atmospheric properties to the seismic. We car-
ried out many synthetic tests by considering the geometrical aspect of the problem and
optimizing the steps of data processing. Results of the tests show that well resolved
area of tomographic images increases with the increasing number of GPS receivers and
that actual GPS network is able to reveal the atmospheric anomalies. Unfortunately,
we realized that the use of SIMULPS did not give good results for our purpose. About
the sensitivity of SIMULPS, this software in fact is not suitable for atmospheric stud-
ies. Tests demonstrate that the number of significant digits of the SIMULPS is inad-
equate. The experiences and knowledge gained by SIMULPS were used for developing
a tropospheric tomography software, entirely build during the PhD. The development
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environment chosen for this purpose has been MATLAB. We used MATLAB in order
to acquire, computing and illustrate the GPS tomography results. All the processing
chain was then implemented with particular attention on the refractivity model and the
inversion algorithm. The procedures developed has been evaluated by some tests act to
establish if the MATLAB code is suitable to obtain the refractivity field with respect to
the starting velocity model. We carried out a few tests, by assuming a set of ”structures”
of well-defined shapes, it was immediately obvious the achieved results in favor of the
latter software. The points model has been fully reconstructed without errors, together
with the more difficult bubble model. The random model was the last test, extremely
difficult to reconstruct, the software was able to solve it with high precision. The re-
sults are applied with good results in a real test case. The tomography results indicate
clearly important features of the refractivity field of the studied day. Concluding, the
created software is able to reveal the tropospheric anomalies to improve, with important

information, the results given by SAR technique.



Conclsions and future

perspectives

The present work deals with the influence of atmospheric anomalies in the GPS EM
wave’s propagation useful to extrapolate information about the wet refractivity field to
apply to Differential Interferometric SAR (DInSAR) technique for filtering purposes.
Because of its height and the quite variable weather conditions, the estimation of Mount
Ftna atmospheric anomalies using GPS measurements have noticeable importance to
calibrate the SAR interferograms and/or to establish the ”effective” ground deforma-
tion of the volcanic cdifice.

The starting point of this work was to study the effects of different atmospheric layers
on radio signals. The great differences between ionized and neutral atmosphere reflect
themselves in the refractive index equation and consequently in the EM waves prop-
agation behavior. This led to apply appropriate computing strategies to manage the
data sets and solve the problems or reduce the atmospheric effects. On the basis of the
existing literature, studies concerning GPS led me to deeper understand its signal struc-
ture and potentiality of the GPS system as not simply a satellite positioning system.
The fact of being able to be used in single, double or triple differences, depending on
the chosen type of analysis, makes it very versatile both for geodetic and environmental
purposes.

Advances in technology and new demands on the existing system have now led to efforts
to modernize the GPS system and implement the next generation of GPS III satellites
and next generation operational control system. Thus there exists a large interest in
applying space geodetic techniques, especially GPS and others GNSS, for atmosphere
studies. For example to study climate trends, assimilated into numerical weather predic-
tion models to improve weather forecasts, or, as we have done in this study, to estimate
the 3D structure of the atmospheric water vapor by applying tomographic methods.

In addition to GPS, other GNSS systems are in use or under development. The Russian
GLONASS was developed contemporaneously with GPS, while the European Union

Galileo positioning system, the Chinese Compass navigation system and the Indian

194
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IRNSS are currently in different phases of implementation. Along with the growth of
the systems, the number of satellites will also increase. The whole family of GNSS is
planned to consist of about 120 satellites till 2030. Moreover, the new satellites are capa-
ble of transmitting multiple signals in multiple frequency bands. This evolving scenario
of the GNSSS systems envisages a continuous and more and more demanding improve-
ment of the applications of the space geodetic techniques to environmental studies (from
the monitoring of Earth dynamics to the climate changes).

Thanks to an agreement between the University of Catania and the INGV-OE, the GPS
data used in this work were collected by the network of GPS permanent stations named
"Etn@net” [Palano et al., 2010]. The processing has been carried out by using dedicated
servers and specific software owned by INGV-OE. In particular we analyzed GPS data
by using the GAMIT software [Herring et al., 2010], by adopting appropriate processing
strategies specifically designed and implemented during this work.

To achicve a high-precision output of the claborated GPS data, we analyzed a great
amount of data by performing a quality check for each GPS station through a specific
software developed in MATLAB, which allows to evaluate a great amount of the LC
undifferenced phase residual data, by using synoptic plots. This preliminary analysis
was very useful to estimate the characteristics of each GPS station of the network and
to deduce systematic anomalies that could affect the stations, suggesting a more exten-
sive use in the future to improve the general accuracy of the monitoring activities. The
systematic application of this type of analysis on the whole stations of "Etn@net” was
carried out for the first time during this study.

The original work of this thesis is divided into two parts: the first concerns the interac-
tion between the GPS EM waves and the volcanic plume emitted from Mount Etna, the
second describes how the atmospheric anomalies reflect to the refractivity field, allowing
computing a tomography of the atmosphere above Mount Etna.

With regard to the first part, the ability of GPS to detect the volcanic plume presence has
been proved only in a few cases worldwide by studying plianian eruptions, with energy
ten times greater than the Etna typical events. The Etna volcano is particularly suited
for an in-depth investigation on the potentiality of GPS observations to detect volcanic
plumes, owing to both the high frequency of explosive episodes over recent years and the
cutting-edge GPS monitoring network operating on this volcano. The 4 September 2007
eruption was selected as a good test case, since this event was long-lasting and showed
the presence of quasi-stationary eruptive phenomena that remained constant for almost
12 h, producing an quasi-stationary volcanic plume during this period. We proposed
two different approaches in order to examine this capability: the first approach, recently
proposed in specialized literature [Larson, 2013], is applied on the signal strength of the
GPS L2 carrier phase data. The second approach, implemented in this study, is based on

statistical analysis of the outcomes of the geodetic processing of GPS data, by analyzing
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the single difference post fit phase residual of elaborated signals. The second approach
allows to overcome the drawbacks encountered by applying the first one, proving that
the GPS is able to detect the volcanic plume generated from a mid-intensity explosive
activity. The statistical algorithm implemented in this work indicates which stations
and satellites are unambiguously affected by the plume. Knowing that the components
mainly affecting the GPS signal are, in order, water vapor, hydrometeors, aerosol and
volcanic ash, it is reasonable to conclude that the residuals of the LC observable should
present effects more evident respect to SNR signal, which instead is mainly perturbed by
obstructions. For this reasons, the second approach is based on the analysis of the L.C
signal, since the volcanic plume composition is largely made up of volcanic ash, water
vapor, volcanic gas and hydrometeors.

As the atmospheric tomography is concerned, we would remind that variations of pres-
sure, temperature and water content cause changes in the effective refractive index along
the EM wave path and thercforec may corrupt phase change mcasurcment which is at
the base of the measurements of the ground deformations, inducing a degradation of
the geophysical parameters estimated by DInSAR technique. In this study we presented
a method to obtain a 3D electromagnetic waves velocity field, starting from the GPS
output data analysis. Since the SAR images have an incidence angle ranging from 20
to 40 degree, the availability of a 3D EM velocity field is of fundamental importance
for filtering the DInSAR interferograms, in order to project along any line of sight the
effects of the tropospheric anomalies eventually existing on the atmosphere crossed by
the actual radar signal.

The implementation of the atmospheric tomography has been performed in two phases.
During the first phase, we applied an approach derived from seismic tomography and
already tested in early studies for assessing a method to produce a tomography of lower
neutral atmosphere over the Mt. Etna area by using GPS data. Thus a software origi-
nally implemented for seismic tomography (SINULPS) has been modified. Despite the
use of SIMULPS gave results not completely satisfactory for our purposes, the work car-
ried out and the results obtained were important for many aspects. In particular, they
are fundamental to test and assess the number of stations and their optimal configura-
tions as well as the number and location of voxels. Moreover we demonstrated that the
analysis of the Spread Function (SF) is an irreplaceable tool for recognizing areas where
the results of the topographic inversion can be considered of ”"good” quality. Finally, by
using SIMPLUS we have become familiar with the sensitive parameters for fine tuning
a proper tomography and with the definition of the start-up atmospheric model.
Starting from the experience achieved during the first phase, a new code was developed
for deriving the tropospheric tomography from the GPS data. A lot of improvements
were added, in particular as regarding atmospheric input parameters and the possibility

to usc data from actual weather measurcements, as those extracted from metcorological
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balloons. Particular attention was spent to the inversion technique: the Tikhonov reg-
ularization was introduced and a new method for the choice of the damping parameter
was studied.

The new code was validated by using synthetic tests which assume different structure of
atmospheric anomalies and with random noise about twice severe than the typical errors
of the GPS. The results of the tests proved that the new code is able to reconstruct the
simulated anomalies faithfully. It is very significant the result obtained in reconstructing
with high precision a synthetic model, where a randomly distributed set of anomalies
were assumed.

The new code was applied to study the structure of the atmosphere in actual case: the
period of August 12, 2011 at 10.00 am. The results of the tomography indicate clearly
important features of the refractivity field of the studied day. Layer 1 (between 0 and
2000 [m| a.s.].) detects a bubble of drier air in the south-east flank of Etna, Layer 3
(between 2000 and 4000 [m] a.s.l.) reveals that the north-west flank of Etna is drier
than the East flank.

In conclusion, the synthetic tests and the application on actual data sets of the new
software demonstrate that it is able to reveal the tropospheric anomalies and thus it is
an useful tool to improve the results of the SAR interferometry.

A lot of improving elements can be identified in the processing presented, for further
studies. The SNR data must be studied in detail, because a more precise characteri-
zation of each station could lead to detect any anomalies. In addition, we think it is
opportune to apply the same procedures during a sand storm and heavy raining, in order
to evaluate the sensitivity of this analysis to different environmental conditions and, in
case, to compare and to understand the differences. As regards the volcanic plume de-
tection, we think that its estimation could be improved through a better representation
of the volcanic plume dispersion geometry and a further analysis of GPS data together
with deeper studies about the reliability of the statistical tests. A more accurate anal-
ysis of these data during volcanic explosive activity could furnish new complementary
information and be complementary to the already existing monitoring system of Etna
volcanic plumes at INGV-OE, thereby contributing to reduce the risk to air traffic op-
erations. The tomographic inversion method should be optimized, and the limitations
of its applicability should be further investigated.

Atmospheric tomography (and the related modeling) has some specific limits: the most
relevant are the discretization of the atmosphere in voxels and the projection of the
wet, zenith delay measurements by using mapping functions which depend on the ele-
vation, azimuth and N-S and E-W gradients values. The first limit might be overcame
by improving the computing resources (both hardware and software), in order to con-
sider smaller voxels, and applying new inversion methods like ”linear inversion problems

with continuous modcls”. The sccond kind of limitation might be overcame through the
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integrated use of residuals and gradients together. This would provide a gradient time-
dependent function and therefore a more accurate projection of the wet zenith delay
measurements in time and space.

The use of data from meteorological balloons, when they will be available, will give
us an accurate atmospheric starting model of the troposphere, much more than that
currently used. An important improvement for the tomography results will come also
from the comparison with both multispectral satellite images having similar, or better,
space resolution and with radiometers, if available. In parallel with all these improve-
ments, the integrated development of GNSS in future years and the increasing number
of GPS stations will increase the amount of observables, improving the results of the

atmospheric tomography.



Appendix A

Summary of Gamit file name

A - file:
B - file:

C - file:
D - file:
E - file:
G - file:
H - file:
I - file:

J - file:

K - file:
L - file:
M - file:
N - file:
O - file:
P - file:
Q - file:
S - file:

T - file:
U - file:

ASCII version of the T-file (tabular ephemeris)

controls the batch mode of data processing

observed — computed (O-C’s), partial derivatives

driver file of sessions and receivers

broadcast ephemeris, in RINEX navigation file or FICA Blk 9 format
orbital initial conditions and non-gravitational parameter values

adjustments and full variance-covariance matrix for input to GLOBK

receiver clock polynomial input

satellite clock polynomial coefficients

values of receiver clock offset during observation span, from pseudorange
station coordinates

controls merging of data (C-) files for solve and editing programs
data-weight overrides for solve created from autcln.sum.postfit

record of the analysis (reduced form of Q-file) for post-processing analysis
record of a model run

record of the analysis (solve run)

simulation controls

tabular ephemeris

loading and meterological data for model

V- file: editing output of SCANRMS
W - file: meteorological data in RINEX met-file format

X - file:
Y - file:
7 - file:

input observations
satellite yaw parameters

output meterological data
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